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1. Introduction. The use of high order spline spaces for the numerical discretization of partial differential equations has been increased and spread due to the emergence of the isogeometric analysis (IGA) techniques [16, 8]. Introduced originally to enhance the interoperability between computer aided design (CAD) and finite element softwares, the main idea behind IGA is to use splines or rational splines (NURBS) functions, which are the standard in CAD, both for geometry representation and for the computation of the discrete solution to the equation. A state-of-the-art review on the existing mathematical results can be found in [2].

One of the most active research topics on IGA is the development of adaptive methods for local refinement and coarsening. These methods require the use of spline spaces that go beyond the tensor product structure of B-splines [9, 24], and several alternatives have been already proposed and tested in the IGA community, such as hierarchical splines, T-splines, LR-splines or PHT-splines. Among them, hierarchical splines are probably the easiest to define and to implement for their use in IGA [29], which has favored their application by many different research groups, see for example [15, 21, 23, 27].

Hierarchical splines are defined with a multilevel structure: first one introduces a sequence of B-spline spaces of different levels and a sequence of subdomains, which define the hierarchical mesh, then the set of active functions in each level is decided by a simple check on their support compared to the subdomains. Despite the relative simplicity of their definition, when facing the implementation of adaptive IGA methods with hierarchical splines we encountered that the algorithms present in the existing literature [1, 3, 25, 11] did not satisfy our expectations, in many cases because they fail to reflect the simplicity of the definition. Entering into the details, the data structures in [1] constrain to refine on disjoint (closed) hyperrectangular regions, which is not general enough for adaptive refinement. The algorithms and the data structures in [3] are probably the clearest ones, but their implementation is restricted to the case of a uniform knot vector in each level, and they do not use local information for the update of active functions and elements. Instead, the update of active functions in [25] is done based on local information, but in our opinion their data structures are unnecessarily complicated, as they make use both of active vertices and elements,
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while for the definition only elements are needed. A different way to represent the subdomains, based on a binary subdivision tree, is given in [11] as a generalization of the two-dimensional implementation in [18]. Although the use of a binary tree can be computationally efficient, the relation between the tree and the hierarchical mesh is hardly intuitive, and in fact the same mesh can be represented with many different binary trees.

Our first goal in this work is to introduce a new set of data structures and algorithms for a clear and intuitive implementation of adaptive IGA methods with hierarchical splines, and to demonstrate how they work with the help of the Octave/Matlab package GeoPDEs [10, 28]. The implementation is based on two data structures: one for the hierarchical mesh, with the list of active elements on each level, and one for the hierarchical basis, with the list of active functions. These two simple structures provide all the necessary information required by the adaptive IGA methods, and they are valid for standard hierarchical splines [29], for the simplified hierarchical basis introduced in [6], and also for truncated hierarchical splines [12, 13].

Our second goal is to introduce a rigorous definition of coarsening, and the corresponding algorithms. In fact, although all the mentioned works basically agree on the way to perform refinement, either directly refining marked elements or refining elements within the support of marked functions, there is no agreement on the way to perform coarsening. In particular, the coarsening strategies in [3, 25] are very aggressive, in the sense that they allow to reactivate coarse elements that have been refined several times. Similar to [20] and in part inspired by their work, our definition of coarsening can be proved to be the inverse of refinement, but with the advantage that our coarsening algorithms are less restrictive than the ones in [20], and they also work for high order splines.

The paper is organized as follows. In §2 we introduce some basic definitions and properties about hierarchical splines, and in §3 we recall how they are used in IGA, with particular attention to the algorithm of matrix assembly. In §4 we introduce rigorous definitions of the refinement and coarsening procedures. The data structures to implement adaptive isogeometric methods based on hierarchical splines are detailed in §5, and are applied in §6 to explain the refinement and coarsening algorithms. The implementation of these algorithms in the Octave/Matlab package GeoPDEs is briefly explained in §7, along with several numerical tests to show its performance.

For clarity and simplicity, throughout the paper we restrict ourselves to the case of hierarchical B-splines. However, all the algorithms in this paper work analogously for any kind of hierarchical space that satisfies the conditions in [13], provided that the structures and functions described in §5 can be defined.

2. The basics about hierarchical splines. We give in this section some basic definitions about hierarchical splines, defined as in [19, 29]. In the following we will assume that the spaces are defined on the closed parametric domain $\Omega = [0, 1]^d \subset \mathbb{R}^d$.

2.1. Underlying sequence of tensor product spline spaces. We consider a given sequence $\{S_\ell\}_{\ell \in \mathbb{N}_0}$ of tensor product $d$-variate spline spaces such that

$$S_0 \subset S_1 \subset S_2 \subset S_3 \subset \ldots,$$

which are determined by their degree and their knot vectors. For $\ell \in \mathbb{N}_0$, the B-spline basis corresponding to $S_\ell$ is denoted by $B_\ell := \{\beta_{i,\ell} \mid i = 1, \ldots, N_\ell\}$, where $N_\ell$ is the dimension of the space $S_\ell$. Furthermore, we denote by $Q_\ell$ the Cartesian mesh associated to $B_\ell$, and we say that $Q \in Q_\ell$ is a cell of level $\ell$. We note that, as in [26], we assume that the cells are closed sets.
B-splines possess several important properties, such as non-negativity, partition of unity, local linear independence and local support, that make them suitable for design and analysis, see [8, 9, 24] for details. In this work we will make extensive use of the two-scale relation with non-negative coefficients, which says that B-splines of level \( \ell \) can be written as linear combinations of B-splines of level \( \ell + 1 \) with non-negative coefficients, that is:

\[
\beta_{i,\ell} = \sum_{k=1}^{N_{\ell+1}} c_{k,\ell+1}(\beta_{i,\ell}) \beta_{k,\ell+1}, \quad \forall \beta_{i,\ell} \in B_\ell, \tag{2}
\]

with \( c_{k,\ell+1}(\beta_{i,\ell}) \geq 0 \). We notice that, due to the local linear independence of B-splines, only a limited number of the coefficients \( c_{k,\ell+1}(\beta_{i,\ell}) \) are different from zero. We will say that \( \beta_{k,\ell+1} \) is a child of \( \beta_{i,\ell} \) if \( c_{k,\ell+1}(\beta_{i,\ell}) \neq 0 \), and denote by \( C(\beta_{i,\ell}) \subset B_{\ell+1} \) the set of children of \( \beta_{i,\ell} \). Reciprocally, we define the parents of a basis function \( \beta_{k,\ell+1} \in B_{\ell+1} \) as \( P(\beta_{k,\ell+1}) := \{ \beta_{i,\ell} \in B_\ell \mid \beta_{k,\ell+1} \in C(\beta_{i,\ell}) \} \). In a similar way, for a cell \( Q \in Q_\ell \), we say that \( Q' \in Q_{\ell+1} \) is a child of \( Q \), or equivalently that \( Q \) is a parent of \( Q' \), if \( Q' \subset Q \).

Due to the nestedness of the tensor product spline spaces (1), one can consider the inclusion map between two consecutive levels \( I_\ell^{\ell+1} : S_\ell \hookrightarrow S_{\ell+1} \). Considering the particular choice of the bases \( B_\ell \) and \( B_{\ell+1} \), this inclusion can be expressed in the form of a matrix, that we denote by \( C_\ell^{\ell+1} \), whose entries are given by the coefficients of the two-scale relation, that is

\[
(C_\ell^{\ell+1})_{ki} = c_{k,\ell+1}(\beta_{i,\ell}), \quad \text{for } i = 1, \ldots, N_\ell, \quad k = 1, \ldots, N_{\ell+1}.
\]

For tensor product B-splines, the matrix \( C_\ell^{\ell+1} \) is computed as the Kronecker tensor product of the analogous matrices corresponding to the univariate case.

Successively applying the two-scale relation (2), for \( m \in \mathbb{N} \) we obtain the general version

\[
\beta_{i,\ell} = \sum_{k=1}^{N_{\ell+m}} c_{k,\ell+m}(\beta_{i,\ell})\beta_{k,\ell+m}, \quad \forall \beta_{i,\ell} \in B_\ell, \tag{3}
\]

and the corresponding matrix operator \( C_\ell^{\ell+m} = C_\ell^{\ell+m-1} \cdots C_\ell^{\ell+2} C_\ell^{\ell+1} \), which relates functions of non-consecutive levels.

### 2.2. Hierarchical B-splines.

For the definition of hierarchical B-splines we follow [19, 29].

**Definition 1.** [Hierarchy of subdomains] For \( n \in \mathbb{N} \), we say that the set \( \Omega_n := \{ \Omega_0, \Omega_1, \ldots, \Omega_n \} \) is a hierarchy of subdomains of depth \( n \) if

\[
\widehat{\Omega} = \Omega_0 \supset \Omega_1 \supset \cdots \supset \Omega_{n-1} \supset \Omega_n = \emptyset, \tag{4}
\]

and each subdomain \( \Omega_\ell \) is the union of cells of level \( \ell - 1 \).

**Definition 2.** [Standard hierarchical basis] Let \( \{S_\ell\}_{\ell \in \mathbb{N}_0} \) be a sequence of spaces like (1) with the corresponding B-spline bases \( \{B_\ell\}_{\ell \in \mathbb{N}_0} \), and \( \Omega_n := \{ \Omega_0, \Omega_1, \ldots, \Omega_n \} \) a hierarchy of subdomains of depth \( n \). We define the hierarchical B-spline basis \( \mathcal{H} \equiv \mathcal{H}(\Omega_n) \) by taking \( \mathcal{H} := \mathcal{H}_{n-1} \) in the following recursive algorithm:

\[
\begin{align*}
\mathcal{H}_0 & := B_0, \\
\mathcal{H}_{\ell+1} & := \{ \beta \in \mathcal{H}_\ell \mid \text{supp } \beta \not\subset \Omega_{\ell+1} \} \cup \\
& \cup \{ \beta \in B_{\ell+1} \mid \text{supp } \beta \subset \Omega_{\ell+1} \}, \quad \ell = 0, \ldots, n-2.
\end{align*}
\]
The hierarchical spline basis is associated to an underlying hierarchical mesh $Q \equiv Q(\Omega_n)$, given by

$$Q := \bigcup_{\ell=0}^{n-1} \{ Q \in Q_\ell \mid Q \subset \Omega_\ell \land Q \not\subset \Omega_{\ell+1} \}. $$

In the following we say that $Q$ is an active cell (or active element) if $Q \in Q$, and it is an active cell of level $\ell$ if $Q \in Q_\ell \cap Q$. We will also say that $Q$ is a deactivated cell of level $\ell$ if $Q \notin Q_\ell$ and $Q \subset \Omega_{\ell+1}$. Analogously, we say that $\beta$ is an active (basis) function if $\beta \in H$, it is an active function of level $\ell$ if $\beta \in F^A_{\ell} := H \cap B_\ell$, and it is a deactivated function of level $\ell$ if $\beta \in F^D_{\ell} := H \setminus H_{\ell+1}$, i.e., $\text{supp} \beta \subset \Omega_{\ell+1}$. Moreover, $H_\ell \cap B_\ell$ is the union of active and deactivated functions of level $\ell$. Note that a function of level $\ell$ is active if all the active cells within its support are of level $\ell$ or higher, and at least one of such cells is actually of level $\ell$. A function is deactivated when all the cells of its level within the support are deactivated. Basis functions of level $\ell$ whose support is not contained in $\Omega_\ell$ are neither active nor deactivated, and will be referred to as passive functions. In Figure 1 we show, in an example of biquadratic hierarchical splines, a basis function of each type.

It will be helpful, specially to write some equations in matrix form, to give a notation for the number of these functions. We will denote by $N := \#H$ the dimension of the hierarchical space, and by $N^A := \#(H \cap B_\ell)$ and $N^D := \#(H \setminus H_{\ell+1})$ the number of active and deactivated functions of level $\ell$, respectively. Sometimes we will also make use of $N^A_0 := \sum_{k=0}^{\ell} N^A_k$, the number of active functions up to level $\ell$.

Finally, we remark that, unlike in the tensor product case, the basis functions of the hierarchical space do not form a partition of unity, although the unity belongs to the space. That is, there exist coefficients $a_{\beta}$ such that

$$\sum_{\beta \in H} a_{\beta} \beta(\hat{x}) = 1, \quad \text{for } \hat{x} \in \hat{\Omega},$$

and it can be proved that $a_{\beta} \geq 0$.

2.3. A simplified hierarchical B-spline space. In [6] the authors introduced a different hierarchical space, with the same approximation properties as the one in
Some examples of two-level meshes for bicubic splines of maximum smoothness. In both cases, the highlighted B-splines of level 1 have support included in $\Omega_1$, but they are not children of any deactivated B-spline of level 0, and thus, they belong to the hierarchical basis $\mathcal{H}$ but not to the simplified basis $\tilde{\mathcal{H}}$.

Unlike in the algorithm of Definition 2, where a basis function of level $\ell + 1$ is added if its support is contained in $\Omega_{\ell + 1}$, in this simplified space, basis functions of level $\ell + 1$ are added only if they are children of a deactivated function of level $\ell$; see the examples in Figure 2. This may lead to simpler refinement schemes, specially for a posteriori estimators which are based on the basis functions and not on the elements [5].

An interesting property of this basis is that now the coefficients for writing the unity are strictly positive. That is, we have

$$\sum_{\beta \in \tilde{\mathcal{H}}} a_{\beta} \beta(\hat{x}) = 1,$$

for $\hat{x} \in \hat{\Omega}$, with $a_{\beta} > 0$ (see [6, Theorem 5.2]).

Notice that, given the hierarchy of subdomains $\Omega_n$, the underlying hierarchical mesh is the same for both bases $\mathcal{H}$ and $\tilde{\mathcal{H}}$. Moreover, the evaluation of the basis functions will be done exactly in the same way, and from the point of view of the implementation the only difference is the computation of the set of active functions during refinement and coarsening. For this reason, in the following we will refer to both bases with the generic notation $\mathcal{H}$, and only use the notation $\tilde{\mathcal{H}}$ when it is necessary to remark the difference between the two bases.

Remark 4. In many cases the simplified hierarchical basis coincides with the one obtained by “quasi-hierarchical” refinement in [20] (see also [14]), where refinement is applied deactivating marked functions and activating their children. However, the
Two examples for quadratic splines like in [20] that are not allowed with the simplified hierarchical space. In the example on the left two functions of level 0 are deactivated (dashed lines), and their children are active, which gives the same mesh as for the B-spline space of level 1. Deactivating another function of level 0, as in the example on the right, changes the set of active functions without changing the mesh, and it also adds a linear dependency.

space in [20] is not uniquely determined by the sequence of spaces (1) and the hierarchy of subdomains (4), like in the two examples of Figure 3: both sets of active functions can be obtained with their refinement strategy, but the corresponding mesh only has active elements of level 1, which for the simplified hierarchical basis implies that only B-splines of level 1 are active. Moreover, for high order splines the refinement in [20] may lead to linear dependencies, like in the example of Figure 3 (right), where all the children of the active function of level 0 are also active.

2.4. Truncated hierarchical B-splines. Truncated hierarchical B-splines (or THB-splines) were introduced and analysed in [12, 13]. THB-splines represent an alternative basis for the space of hierarchical splines, that recovers the partition of unity and reduces the support of the basis functions, therefore reducing the interaction between them. In particular, this leads to sparser matrices in isogeometric analysis. Moreover, the better properties of THB-splines with respect to the standard basis make them more appropriate to develop the mathematical theory of approximation [26] and adaptivity [7].

The definition of THB-splines requires first the definition of the truncation operator $\text{trunc}_{\ell+1}$. This consists in removing in the two-scale relation (2) the contribution of active and deactivated functions of level $\ell+1$, that we recall to be the functions in $H_{\ell+1} \cap B_{\ell+1}$. Since $\text{trunc}_{\ell+1}$ is a linear operator in $S_\ell$, it is sufficient to define it for the basis functions:

$$\text{trunc}_{\ell+1}(\beta_{i,\ell}) := \sum_{k=1}^{N_{\ell+1}} c_{k,\ell+1}(\beta_{i,\ell}) \beta_{k,\ell+1}, \quad \text{for } \beta_{i,\ell} \in B_{\ell},$$

where the coefficients are

$$c_{k,\ell+1}(\beta_{i,\ell}) = \begin{cases} 0 & \text{if } \beta_{k,\ell+1} \in H_{\ell+1} \cap B_{\ell+1}, \\ c_{k,\ell+1}(\beta_{i,\ell}) & \text{otherwise}. \end{cases}$$

Now, following [12] we define the truncated hierarchical basis $\mathcal{T} := \mathcal{T}_{n-1}$ computed by the following recursive algorithm:

$$\begin{align*}
\mathcal{T}_0 & := B_0, \\
\mathcal{T}_{\ell+1} & := \{\text{trunc}_{\ell+1}(\beta) \mid \beta \in \mathcal{T}_\ell \land \text{supp } \beta \not\subset \Omega_{\ell+1}\} \cup \\
& \quad \{\beta \in B_{\ell+1} \mid \text{supp } \beta \subset \Omega_{\ell+1}\}, \quad \ell = 0, \ldots, n-2.
\end{align*}$$
It is easy to check that \( \text{span} \mathcal{H} = \text{span} \mathcal{T} \), see [12].

Notice that, after truncation, a basis function of level \( \ell \) is not a function of \( \mathcal{B}_\ell \) anymore, and it has to be expressed in terms of the basis \( \mathcal{B}_{\ell'} \), where \( \ell' > \ell \) is the level of the finest function that truncates it. Therefore, to evaluate truncated functions we introduce, analogously to the matrices \( C^{\ell+1}_\ell \), the new matrices \( C^{\ell+1,\tau}_\ell \) that collect the coefficients \( c_{\tau,\ell+1}^{\ell}(\beta) \), which is equivalent to set to zero in \( C^{\ell+1}_\ell \) the rows corresponding to active and deactivated functions of level \( \ell + 1 \). Moreover, analogously to the matrix \( C^{\ell+m}_\ell \) in §2.1, we define

\[
C^{\ell+m,\tau}_\ell = C^{\ell+m,\tau}_{\ell+m-1} \cdots C^{\ell+2,\tau}_{\ell+1} C^{\ell+1,\tau}_\ell.
\]

Notice also that the restriction of a truncated basis function of level \( \ell \) to an active element of the same level remains unaffected. Similarly, the restriction to an active element of level \( k \geq \ell \) is not affected when truncating with functions of level greater than \( k \), and the truncated function restricted to such element can be computed using the matrix \( C^{k,\tau}_\ell \), even if it is truncated by finer functions.

Finally, we remark that truncation can be also applied to the hierarchical basis \( \tilde{\mathcal{H}} \), setting to zero some rows of the matrix for the two-scale relation in the same way.

3. Isogeometric analysis with hierarchical splines. As already mentioned in the introduction, isogeometric methods with hierarchical splines have been introduced in [29] and investigated in several works. In this section we address, without entering into details, some issues to be considered for the implementation.

3.1. The general setting. Recalling that \( \hat{\Omega} = [0,1]^d \), we assume that the domain is given by a certain parametrization \( F : \hat{\Omega} \to \Omega \subset \mathbb{R}^r \), with \( r \geq d \). Then, we consider the discrete space

\[
W = \text{span}\{ \beta \circ F^{-1} | \beta \in \mathcal{H} \} = \text{span}\{ \beta \circ F^{-1} | \beta \in \mathcal{T} \}.
\]

In general, we want to solve a discrete variational problem: find \( u \in V \) such that

\[
a(u,v) = \langle f,v \rangle, \quad \forall v \in V,
\]

where \( a(\cdot,\cdot) \) and \( f \) are a given bilinear form and a linear operator, respectively, and the choice of the discrete space \( V \subset W \) will usually depend on the boundary conditions of the problem.

As it is standard in isogeometric analysis, one can make use of the isogeometric paradigm, and consider that the parametrization \( F \) is given in terms of hierarchical splines in \( \mathcal{H} \), associating a control point \( C_\beta \in \mathbb{R}^r \) to each basis function:

\[
F(\hat{x}) = \sum_{\beta \in \mathcal{H}} C_\beta \beta(\hat{x}), \quad \forall \hat{x} \in \hat{\Omega}.
\]

Actually, most of the times the parametrization \( F \) will be expressed in terms of the tensor product splines of the coarsest level, \( \mathcal{B}_0 \).

3.2. Matrix assembly. One of the main issues when implementing isogeometric methods with hierarchical splines is the assembly of the matrix, since the integrals involve active functions of different levels, and possibly acting on active elements from a third different level. For the assembly we follow the method proposed by [3] and [23], also used by [15] for THB-splines, which is based on the two-scale relation (3). We
explain the method for the mass matrix, but the idea applies to any other relevant matrix, and also to the vector of the right-hand side. For simplicity we write the computations in the parametric domain \( \hat{\Omega} \), but since the two-scale relation is not affected by the composition with \( F^{-1} \), the method works exactly the same in the physical domain \( \Omega = F(\hat{\Omega}) \).

Let us first denote the hierarchical basis functions in \( H \) by

\[ H = \{ \eta_1, \eta_2, \ldots, \eta_N \}. \]

Thus, for each \( m, 1 \leq m \leq N \), there exist unique integers \( k_m \) and \( \ell_m \) such that \( \eta_m = \beta_{k_m, \ell_m} \). We will assume that the functions in \( H \) are ordered by levels, and inside each level \( \ell \) they follow the same ordering as in \( B_\ell \). That is, if \( m < m' \) then \( \ell_m \leq \ell_{m'} \), and if the two levels are equal then \( k_m < k_m' \).

To compute one entry of the mass matrix \( M = (M_{ij})_{i,j=1,...,N} \), one must compute the following integral, which involves only active elements where the functions do not vanish:

\[
M_{ij} = \int_{\hat{\Omega}} \eta_j \eta_i = \sum_{Q \in Q} \int_{Q} \eta_j \eta_i = \sum_{\ell = \max(\ell_i, \ell_j)}^{N-1} \sum_{k=1}^{N_\ell} \sum_{k'=1}^{N_\ell} \int_{Q_\ell} \beta_{k, \ell} \beta_{k', \ell} c_{k', \ell}^i c_{k, \ell}^j.
\]

Recalling that we write \( \eta_m = \beta_{k_m, \ell_m} \), and denoting by \( c_{k, \ell}^m = c_{k, \ell}(\beta_{k_m, \ell_m}) \) the coefficients in (3) to express \( \eta_m \) in terms of basis functions of level \( \ell \), we can replace in the integrals each basis function with such expression. Taking the constants out of the integral and reordering the sums, we obtain

\[
M_{ij} = \sum_{\ell = \max(\ell_i, \ell_j)}^{N-1} \sum_{k=1}^{N_\ell} \sum_{k'=1}^{N_\ell} \left( \sum_{Q_\ell \in Q} \int_{Q_\ell} \beta_{k, \ell} \beta_{k', \ell} c_{k', \ell}^i c_{k, \ell}^j \right).
\]

After the arrangements, we see that it is only needed to compute, in the active elements of level \( \ell \), the integrals involving the tensor product functions of that level, independently on whether they are active, deactivated or passive. The computation of these integrals should be easily available in any IGA software.

The only missing part is the computation of the coefficients in an efficient way, that can be done rewriting (6) in matrix form. Let us denote by \( M_\ell \) the matrix obtained when computing the integrals for functions of level \( \ell \), that is,

\[
(M_\ell)_{kk'} := \sum_{Q_\ell \in Q \cap Q} \int_{Q_\ell} \beta_{k, \ell} \beta_{k', \ell},
\]

and let us denote by \( c_\ell^m := (c_{1,m}^\ell, c_{2,m}^\ell, \ldots, c_{N_m}^\ell)^T \) the column vector which collects the coefficients used above. From (6) it follows that

\[
M_{ij} = \sum_{\ell = \max(\ell_i, \ell_j)}^{N-1} (c_i^\ell)^T M_\ell c_j^\ell.
\]

To assemble the global matrix, we define the matrix \( C_\ell := [c_1^\ell, c_2^\ell, \ldots, c_{N_\ell}^\ell]^T \), which collects the coefficients for basis change from hierarchical basis functions up to level \( \ell \) to the basis \( B_\ell \). Then, the equation becomes

\[
M = \sum_{\ell = 0}^{N-1} [C_\ell \ 0]^T M_\ell [C_\ell \ 0].
\]
Notice that \( C_\ell \) is a rectangular matrix of size \( N_\ell \times N^A_{0,\ell} \), where we recall that \( N^A_{0,\ell} = \sum_{k=0}^\ell N^A_k \) is the number of active functions up to level \( \ell \). The same procedure can be used for the assembly of different matrices and vectors, in the latter the matrix multiplication is only done on the left.

The computation of the matrices \( C_\ell \) can be done through the following recursive algorithm:

1. \( C_0 = J_0 \),
2. \( C_{\ell+1} = [C^+_{\ell+1}, J_{\ell+1}] \), for \( \ell = 0, \ldots, n-2 \),

where in the first block of the matrix \( C_{\ell+1} \) we compute, for \( 0 \leq k < \ell + 1 \), the coefficients relative to active functions of level \( k \) of the matrices \( C^+_{k+1} \) as in (3), and in the second block, \( J_{\ell+1} \) denotes the inclusion of active functions of level \( \ell + 1 \) into the whole tensor product basis of the same level. Notice that \( J_\ell \) is a rectangular matrix of size \( N_\ell \times N^A_{\ell} \), and in each column all entries are equal to zero with the exception of only one which is equal to one.

This approach of assembly works identically for THB-splines, because as already mentioned in §2.4, the restriction of a truncated function to an active element of level \( k \) is not affected by finer functions. The only difference is that, in the recursive algorithm, the matrices \( C^+_{\ell+1} \) must be replaced by \( C^+_{\ell+1,\tau} \).

**Remark 5.** The zero matrices in (7) are added to have all the matrices in the sum of size \( N \times N \). In practice, one can compute \( C^T_\ell M_\ell C_\ell \) and add the resulting square matrix, of size \( N^A_{0,\ell} \times N^A_{0,\ell} \), into the corresponding entries of \( M_\ell \).

**Remark 6.** For the sake of clarity we have used the whole matrix \( C_\ell \), but for computational efficiency \( C_\ell \) can be restricted to the rows of functions that do not vanish on active and deactivated elements, reducing memory consumption. Another possibility, already explained in [3], is to apply the same procedure to elementary matrices, instead of computing the global matrix \( M_\ell \). The advantage of using the global matrix is two-fold: first, it avoids to repeat computations, since the coefficients of the matrix \( C_\ell \) are independent of the elements; and second, the use of the global matrix does not require the connectivity array, that is, the set of active functions in \( H \) that do not vanish on each element. We notice that the connectivity may change due to truncation.

### 3.3. Rational hierarchical splines.

The hierarchical construction can be generalized without difficulty to spaces of NURBS, considering that we have a nested sequence of NURBS spaces associated to the spline spaces \( \{S_\ell\}_{\ell \in \mathbb{N}_0} \). We recall that the rational basis functions of level \( \ell \) are given by

\[
R_i,\ell = \frac{w_{i,\ell} \beta_{i,\ell}}{w},
\]

where we assume that \( w \in S_0 \), and \( w_{i,\ell} \) is the \( \ell \)th coefficient for writing \( w \) as a linear combination of the B-splines in \( B_\ell \), i.e., \( w = \sum_{j=1}^{N_\ell} w_{j,\ell} \beta_{i,\ell} \). Since the weight \( w \) does not change during refinement, we can apply the two-scale relation (2) to obtain a similar relation between NURBS spaces (see also [15, 23])

\[
R_i,\ell = \frac{w_{i,\ell} \sum_{k=1}^{N_{\ell+1}} c_{k,\ell+1}(\beta_{i,\ell}) \beta_{k,\ell+1}}{w} = \sum_{k=1}^{N_{\ell+1}} c_{k,\ell+1}(R_i,\ell)R_{k,\ell+1},
\]

with \( c_{k,\ell+1}(R_i,\ell) = c_{k,\ell+1}(\beta_{i,\ell}) w_{i,\ell}/w_{k,\ell+1} \). Then, one can apply the algorithm of the hierarchical construction to the NURBS spaces. For a given sequence of subdomains,
the indices of the active functions in $\mathcal{H}$ do not differ between the rational and non-rational spaces. For the evaluation of basis functions, one should modify the matrix $C_{\ell+1}$ to consider the coefficients $c_{k,\ell+1}(R_{n,t})$ instead of $c_{k,\ell+1}(\beta_{i,t})$.

3.4. Multiple patches. Discretizations on multiple patch domains allow to treat complex geometries that cannot be represented as the image of the unit domain $\hat{\Omega}$. The physical domain is given as the union of several closed patches, $\Omega = \bigcup_i \Omega^i$, defined through parametrizations $F_i : \hat{\Omega} \rightarrow \Omega^i$. Defining a spline space on each subdomain $\Omega^i$, and assuming that the knot vectors (the mesh) and the control points (the parametrization) coincide at the interface, one can construct spaces in the multipatch domain with global $C^0$ continuity, see [8, Section 3.5] and [2, Section 3.2].

To define hierarchical spaces in multipatch domains we follow [4]. First we define a globally continuous spline space $S_0$ in the multipatch domain, using tensor product splines on each patch. Then, applying uniform refinement to all the patches, we define a multipatch space $S_{\ell}$ for each level $\ell$. Finally, selecting the subdomains $\Omega_\ell$ as union of cells in the multipatch domain, we apply the hierarchical algorithm to this sequence of spaces, taking into account that functions on the interfaces are supported in more than one patch. We remark that the two-scale relation remains valid for the spaces on multipatch domains.

This approach is different from the one in [25], where a hierarchical space is constructed on each patch, and then the hierarchical spaces must be glued with $C^0$ continuity. The advantage of our approach is that the algorithms in the following sections work without any modification.

3.5. Boundary spaces. In isogeometric analysis it is common to construct the tensor product spline spaces $\{S_\ell\}_{\ell \in \mathbb{N}_0}$ from open knot vectors. In this case it is possible to define, from the knot vectors and control points corresponding to each boundary side, the restriction to the boundary of the parametrization $F$, and also the restriction to the boundary of the space $S_\ell$ as a $(d-1)$-dimensional tensor product space (see for instance [28]). This automatically defines a Cartesian mesh on each boundary side.

The definition of boundary spaces is analogous for hierarchical splines: the restriction to the boundary of the hierarchical space span $\mathcal{H}$ is a $(d-1)$-dimensional hierarchical space, and the hierarchical mesh in $\hat{\Omega}$ automatically gives a hierarchical mesh on each boundary side. Notice that the number of levels of the boundary mesh and space is always less or equal than the number of levels of $\mathcal{H}$.

4. Refinement and coarsening of hierarchical splines. In order to develop adaptive methods based on hierarchical splines it is necessary to define suitable refinement and coarsening procedures. In this section we introduce such procedures for hierarchical splines, either marking by elements or by functions. We remark that our goal is not to introduce or analyse a particular adaptive strategy, but to present rigorous and robust procedures that can be used independently of the selected strategy. Indeed, we show that, unlike in previous works, our refinement and coarsening procedures are inverse of each other, in the sense that a refinement step can be reverted with a single coarsening step, and vice versa. The procedures that we introduce define a new hierarchy of subdomains, hence they work both for the standard and the simplified hierarchical basis, and they are valid for the truncated basis as well. We end this section showing how to compute a refinement matrix, to express a field in a coarse basis in terms of the refined basis.

4.1. Definition of a refined/coarsened hierarchical mesh and space. During an adaptive procedure, once a current hierarchical mesh $\mathcal{Q}$ and its corre-
sponding hierarchical space \( \text{span} \mathcal{H} \) are given, we have to decide how to refine and/or coarsen the mesh, in order to get the new adapted space. Since the mesh is determined by the hierarchy of subdomains (4), it is necessary to generate a new sequence of subdomains.

**Definition 7.** Let \( \Omega_n := \{ \Omega_0, \Omega_1, \ldots, \Omega_n \} \) and \( \Omega_n^* := \{ \Omega_0^*, \Omega_1^*, \ldots, \Omega_n^* \} \) be hierarchies of subdomains of \( \bar{\Omega} \) of depth \( n \) and \( n^* \), respectively, where \( n^* \geq n \). We say that \( \Omega_n^* \) is an enlargement of \( \Omega_n \), or equivalently, that \( \Omega_n \) is a shrinking of \( \Omega_n^* \), if

\[
\Omega_\ell \subset \Omega_\ell^*, \quad \ell = 1, 2, \ldots, n.
\]

Let \( \mathcal{H} \) and \( \mathcal{Q} \) be a hierarchical B-spline basis and the corresponding hierarchical mesh, respectively, associated to the hierarchy of subdomains of depth \( n \), \( \Omega_n := \{ \Omega_0, \Omega_1, \ldots, \Omega_n \} \). For \( \Omega_n^* \) an enlargement of \( \Omega_n \), we denote by \( \mathcal{H}^* \) the associated refined hierarchical basis (see either Definition 2 or Definition 3), and by \( \mathcal{Q}^* \) the corresponding refined hierarchical mesh. It holds that the enlargement of \( \Omega_n \) gives rise to a new enriched hierarchical space, in the sense that

\[
\text{span} \mathcal{H} \subset \text{span} \mathcal{H}^*.
\]

This result has been proved in [13, Proposition 6] for the standard hierarchical basis, and in [6, Theorem 5.9] for the simplified hierarchical basis.

4.1.1. Construction of an enlargement of the subdomains for refinement. In order to build an enlargement of the subdomains it is necessary to select the regions of the domain which require better approximation, following a marking strategy based, for instance, on some a posteriori error indicators. These regions are given as a collection of active cells to be refined, \( \mathcal{M}^c \subset \mathcal{Q} \), and we denote by \( \mathcal{M}_\ell^c = \mathcal{M}^c \cup Q_\ell \) the marked cells of level \( \ell \), for \( \ell = 0, 1, \ldots, n - 1 \). With these selected elements, the enlargement \( \Omega_n^* := \{ \Omega_0^*, \Omega_1^*, \ldots, \Omega_n^* \} \) of depth (at most) \( n + 1 \) is defined by

\[
\begin{align*}
\Omega_0^* & := \Omega_0, \\
\Omega_\ell^* & := \Omega_\ell \cup \{ Q \mid Q \in \mathcal{M}_{\ell-1}^c \}, \quad \ell = 1, 2, \ldots, n, \\
\Omega_{n+1}^* & := \emptyset, \quad \text{if} \ \Omega_n^* \neq \emptyset,
\end{align*}
\]

(8)

i.e., \( \Omega_\ell^* \) is obtained from \( \Omega_\ell \) by adding the marked cells of level \( \ell - 1 \). Notice that \( \mathcal{M}^c \subset \mathcal{Q} \setminus \mathcal{Q}^* \), i.e., all the marked cells have been refined. We denote this refinement operation as

\[
\Omega_n \xrightarrow{\text{refine}(\mathcal{M}^c)} \Omega_n^*.
\]

The choice of active cells to be refined can be done either by directly marking active cells in \( \mathcal{Q} \), as it is usually done in adaptive finite elements, or selecting to refine a set of active basis functions in \( \mathcal{H} \), which is equivalent to refining their support [5]. More precisely, we consider the two following ways of refinement:

- **Marking active cells:** the set of marked active cells \( \mathcal{M}^c \subset \mathcal{Q} \) is directly given.
- **Marking basis functions:** a set of marked active basis functions \( \mathcal{M}^f \subset \mathcal{H} \) is given. Let \( \mathcal{M}_\ell^f := \mathcal{M}^f \cap B_\ell \) be the marked functions of level \( \ell \), for \( \ell = 0, 1, \ldots, n - 1 \). We then define \( \mathcal{M}^c := \bigcup_{\ell=0}^{n-1} \mathcal{M}_\ell^f \), with

\[
\mathcal{M}_\ell^c := \{ Q \in \mathcal{Q} \cap \mathcal{Q} \mid \exists \beta \in \mathcal{M}_\ell^f \text{ such that } Q \subset \text{supp} \beta \},
\]

(10)
We consider biquadratic B-splines of maximum smoothness and a one-level mesh $Q$ (i.e. $\Omega_0 = \hat{\Omega}$ and $\Omega_1 = \emptyset$). The set of marked functions $M^f_0$ consists of the two highlighted B-splines of level 0 (left). The refined mesh $Q^*$ is shown on the right. Notice that the highlighted B-spline of level 0 is not in $H^*$, i.e., it was deactivated.

that is, for each marked function we refine the active cells of its level contained in its support. In this case, as an alternative to (9), we write

$$\Omega_n \xrightarrow{\text{refine}(M^f)} \Omega^*_n.$$

Once the enlargement $\Omega^*_n$ has been defined, together with the sequence of spaces (1), the hierarchical basis $H^*$ can be determined. Notice that when marking basis functions it holds $M^f \subset H \setminus H^*$, i.e., all the marked basis functions have been deactivated, because their support has been refined. Moreover, it may happen that a function that has not been marked must be deactivated, because its support is contained in the union of the supports of other functions, as it happens in Figure 4.

4.1.2. Construction of a shrinking of the subdomains for coarsening.

We introduce here a new methodology to construct the subdomains for coarsening from a selection of marked cells or marked functions to be reactivated. Compared to other algorithms existing in the literature, our definition of coarsening is less aggressive than the ones in [25] and [3], because we only allow to reactivate cells such that their children have not been further refined (see (11)). Instead, in [25] they allow to reactivate the parent of an active cell without giving any restriction, and in [3] when marking a function to unrefine all the cells of its level contained in its support are reactivated, also without restrictions. Being more restrictive permits us to see coarsening as an inverse of refinement, as we will explain in detail in §4.2. A similar idea was proposed in [20], but their approach is more restrictive than ours, because they only allow to reactivate functions such that all their children are active (compare with (14)).

We start defining, for each level $\ell = 0, \ldots, n - 2$, the set of elements admissible for reactivation as

$$D^*_\ell = \{ Q \in Q_\ell \mid Q \subset \Omega_{\ell+1} \land Q \cap \text{int}(\Omega_{\ell+2}) = \emptyset \},$$

formed by deactivated elements such that none of their children has been deactivated. To build a shrinking of the subdomains the region to be coarsened is represented by a subset of these elements $M^c := \bigcup_{\ell=0}^{n-2} M^*_\ell$, where $M^*_\ell \subset D^*_\ell$. With these selected elements, we define the shrinking $\Omega^{-}_{n-} := \{ \Omega^{-}_0, \Omega^{-}_1, \ldots, \Omega^{-}_n \}$ of depth (at most) $n$,
by

\[
\begin{cases}
\Omega_0^- := \Omega_0, \\
\Omega_\ell^- := \Omega_\ell \setminus \{Q \mid Q \in \mathcal{M}_\ell^{-1}\}, \quad \ell = 1, 2, \ldots, n - 1, \\
\Omega_n^- := \emptyset, \quad \text{if } \Omega_{n-1}^- \neq \emptyset,
\end{cases}
\]

\[\Omega_{n-\text{coarsen}}(\mathcal{M}_n^e) \Rightarrow \Omega_{n-}^- .\]

i.e., \(\Omega_\ell^-\) is obtained from \(\Omega_\ell\) by removing the cells selected for unrefinement (to be reactivated) of level \(\ell - 1\). Notice that, denoting by \(Q^-\) the hierarchical mesh corresponding to the subdomains \(\Omega_{n-}^-\), it holds that \(\mathcal{M}^- \subset Q^- \setminus Q\), i.e., all cells selected for unrefinement have been reactivated. We denote this coarsening operation as

\[
\Omega_n \xrightarrow{\text{coarsen} } \Omega_{n-}^- ,
\]

Similar to what we have seen for the refinement, the choice of cells to be reactivated for coarsening can be done either by marking elements or by marking functions. For this reason, we need to define the set of functions admissible for reactivation as

\[
\mathcal{D}_\ell^f = \{\beta \in \mathcal{F}_\ell^D \mid \exists Q \in \mathcal{D}_\ell^e \text{ such that } Q \subset \text{supp } \beta\},
\]

the set of deactivated functions that have an element in \(\mathcal{D}_\ell^e\) within its support. In particular, any function in \(\mathcal{D}_\ell^f\) has at least one active child, but not all of them are necessarily active. However, we remark that having an active child is not a sufficient condition to be in \(\mathcal{D}_\ell^f\). We then consider the two following ways of coarsening:

- **Marking cells to reactivate**: a set of deactivated cells \(\mathcal{M}_\ell^e := \bigcup_{\ell=0}^{n-2} \mathcal{M}_\ell^e\), with \(\mathcal{M}_\ell^e \subset \mathcal{D}_\ell^e\), must be given.

- **Marking functions to reactivate**: a set of deactivated functions \(\mathcal{M}_\ell^f := \bigcup_{\ell=0}^{n-2} \mathcal{M}_\ell^f\), with \(\mathcal{M}_\ell^f \subset \mathcal{D}_\ell^f\), must be given. Using these we define the set of cells to be reactivated as

\[
\mathcal{M}_\ell^e := \{Q \in \mathcal{D}_\ell^e \mid \exists \beta \in \mathcal{M}_\ell^f \text{ such that } Q \subset \text{supp } \beta, \quad \text{and } \forall \beta' \in \mathcal{F}_\ell^D \setminus \mathcal{M}_\ell^f, Q \not\subset \text{supp } \beta'\},
\]

that is, we reactivate the cells in the support of functions in \(\mathcal{M}_\ell^f\) whenever this coarsening does not reactivate functions that are not in \(\mathcal{M}_\ell^f\). In other words, functions that have not been marked should remain deactivated. As we did for refinement, as an alternative to (13) we write

\[
\Omega_n \xrightarrow{\text{coarsen} } \Omega_{n-}^- .
\]

Once the shrinking \(\Omega_{n-}^-\) has been defined, the corresponding hierarchical basis \(\mathcal{H}^-\) can be constructed. When marking basis functions, only functions in \(\mathcal{M}_\ell^f\) with a cell in \(\mathcal{M}_\ell^e\) within their supports are reactivated, which means that not necessarily all marked functions are reactivated. For instance, in the example of Figure 4 (right) marking only the highlighted function to be reactivated would not cause any coarsening, because all the cells in its support are contained in the support of at least one of the two highlighted functions in Figure 4 (left), that have not been marked.

Notice that the list of entities to be reactivated may be built from some a posteriori error indicators, that usually work on active elements or functions. For instance, when marking cells one can choose to reactivate a cell in \(\mathcal{D}_\ell^e\) if all its children are marked, or if at least one of them is marked. We do not focus on a particular strategy here, but
present how to define the shrinking assuming that a list of entities to be reactivated has been defined. Some examples of how to choose the entities to reactivate are tested in §7.2.3.

Remark 8. As we said above, the algorithms in [20] are more restrictive than ours, because they only allow to reactivate functions such that all their children are active, and analogously, they only allow to refine functions such that all their parents have been deactivated. Although this restriction is relaxed in the companion paper [14], the algorithms in those papers do not guarantee the linear independence of the active functions for high order splines, as already explained in Remark 4. A partial remedy was introduced in [17], where a check of the support and the number of represented children is performed during refinement, to avoid linear dependencies. However, the check they include in the coarsening algorithms is not sufficient, and may still lead to situations like in the examples of Figure 3.

4.2. Coarsening as the inverse of refinement. The coarsening as we defined it can be seen as the inverse operation of refinement. When marking cells, it is trivial to see that if we apply a refinement step with marked cells $\mathcal{M}^e = \bigcup_{\ell=0}^{n-1} \mathcal{M}^e_\ell$ and then a coarsening step with the same set of cells to be reactivated, we obtain the original mesh (see Proposition 9 below). When marking basis functions, instead, after one refinement step we have to mark for reactivation not only the functions that have been marked for refinement, but all those that have been deactivated (see Proposition 10 below). For instance, in the example of Figure 4 we marked two functions for refinement, but to recover the original mesh it is necessary to mark the three deactivated functions to be reactivated.

Proposition 9. Let $\Omega_n$ be a hierarchy of subdomains of depth $n$ and $Q$ be the corresponding hierarchical mesh. Let us define the sequence of refinement and coarsening:

$$
\Omega_n \xrightarrow{\text{refine}(\mathcal{M}^e)} \Omega_n^+ \xrightarrow{\text{coarsen}(\mathcal{M}^e)} \Omega_n^-,
$$

where $\mathcal{M}^e \subset Q$. Then $n^- = n$, and $\Omega^-_\ell = \Omega_\ell$, for $\ell = 0, \ldots, n$.

Analogously, let us define the sequence of coarsening and refinement:

$$
\Omega_n \xrightarrow{\text{coarsen}(\mathcal{M}^e)} \Omega_n^- \xrightarrow{\text{refine}(\mathcal{M}^e)} \Omega_n^+,
$$

where $\mathcal{M}^e = \bigcup_{\ell=0}^{n-2} \mathcal{M}^e_\ell$, with $\mathcal{M}^e_\ell \subset \mathcal{D}^e_\ell$. Then $n^+ = n$, and $\Omega^+_\ell = \Omega_\ell$, for $\ell = 0, \ldots, n$.

Proof. The proof is trivial from the definitions in (8) and (12).

Proposition 10. Let $\Omega_n$ be a hierarchy of subdomains of depth $n$ where $\Omega_\ell$ is the union of supports of B-splines of level $\ell - 1$, for $\ell = 1, \ldots, n - 1$, and let us define the sequence of refinement and coarsening marking by functions:

$$
\Omega_n \xrightarrow{\text{refine}(\mathcal{M}^f)} \Omega_n^+ \xrightarrow{\text{coarsen}(\mathcal{M}^f)} \Omega_n^-,
$$

where $\mathcal{M}^f := \bigcup_{\ell=0}^{n-1} \mathcal{M}^f_\ell$, with $\mathcal{M}^f_\ell \subset \mathcal{B} \cap \mathcal{H}$, and $\widetilde{\mathcal{M}}^f := \bigcup_{\ell=0}^{n-1} \widetilde{\mathcal{M}}^f_\ell$, where $\widetilde{\mathcal{M}}^f_\ell := \{ \beta \in \mathcal{B}_\ell \cap \mathcal{H} \mid \text{supp} \beta \subset \bigcup_{\beta' \in \mathcal{M}^f_\ell} \text{supp} \beta' \}$ are the functions of level $\ell$ deactivated in the refinement step. Then $n^- = n$, and $\Omega^-_\ell = \Omega_\ell$, for $\ell = 0, \ldots, n$.

Analogously, let the sequence of coarsening and refinement:

$$
\Omega_n \xrightarrow{\text{coarsen}(\mathcal{M}^f)} \Omega_n^- \xrightarrow{\text{refine}(\mathcal{M}^f)} \Omega_n^+,
$$

where $\mathcal{M}^f := \bigcup_{\ell=0}^{n-2} \mathcal{M}^f_\ell$, with $\mathcal{M}^f_\ell \subset \mathcal{B} \cap \mathcal{H}$, and $\widetilde{\mathcal{M}}^f := \bigcup_{\ell=0}^{n-2} \widetilde{\mathcal{M}}^f_\ell$, where $\widetilde{\mathcal{M}}^f_\ell := \{ \beta \in \mathcal{B} \cap \mathcal{H} \mid \text{supp} \beta \subset \bigcup_{\beta' \in \mathcal{M}^f_\ell} \text{supp} \beta' \}$ are the functions of level $\ell$ deactivated in the refinement step. Then $n^+ = n$, and $\Omega^+_\ell = \Omega_\ell$, for $\ell = 0, \ldots, n$. 


where \( M^\ell := \bigcup_{\ell = 0}^{n-2} M^\ell_\ell \) is a subset of functions admissible for reactivation, and \( \overline{M}^\ell := \bigcup_{\ell = 0}^{n-2} \overline{M}^\ell_\ell \), where \( M^\ell_\ell \subset M^\ell_\ell \) is the set of functions of level \( \ell \) that have been actually reactivated. Then \( n^+ = n \), and \( \Omega^\ell_\ell = \Omega_\ell \), for \( \ell = 0, \ldots, n \).

Proof. We start proving the result for the sequence (16). First, notice that \( \overline{M}^\ell \) is a subset of functions admissible for reactivation as defined in §4.1.2. Let \( M^\ell := \bigcup_{\ell = 0}^{n-1} M^\ell_\ell \) the set of elements to refine obtained from \( M^\ell \) as in (10), and \( \overline{M}^\ell := \bigcup_{\ell = 0}^{n-1} \overline{M}^\ell_\ell \) the set of elements to reactivate obtained from \( \overline{M}^\ell \) (see (15)), i.e.,

\[
\overline{M}^\ell_\ell := \{ Q \in D^\ell_\ell^+ \mid \exists \beta \in \overline{M}^\ell_\ell \text{ s.t. } Q \subset \text{supp } \beta, \text{ and } \forall \beta' \in F^D_\ell^+ \setminus \overline{M}^\ell_\ell, Q \not\subset \text{supp } \beta' \}. 
\]

Taking into account Proposition 9, we only need to prove that \( M^\ell_\ell = \overline{M}^\ell_\ell \) for \( \ell = 0, \ldots, n - 1 \).

Let \( Q \in M^\ell_\ell \). Since \( Q \) is a marked active element in the initial mesh \( Q \), we have that \( Q \) is admissible for reactivation in \( Q^+ \), that is, \( Q \in D^\ell_\ell^+ \). Moreover, there exists \( \beta \in M^\ell_\ell \) such that \( Q \subset \text{supp } \beta \), and by definition it also holds that \( \beta \in \overline{M}^\ell_\ell \). Finally, if \( \beta' \in F^D_\ell^+ \setminus \overline{M}^\ell_\ell \), then \( \beta' \in F^D_\ell^+ \), that is, \( \beta \) is a deactivated function in the initial mesh \( Q \), which in turn implies that all elements within its support are deactivated in \( Q \). Since \( Q \) is active in \( Q \), \( Q \not\subset \text{supp } \beta' \). Therefore, \( Q \in M^\ell_\ell \).

Now let \( Q \in \overline{M}^\ell_\ell \). To prove that \( Q \in M^\ell_\ell \) we have to see that \( Q \) is active in the initial mesh \( Q \), and that \( Q \subset \text{supp } \beta \) for some \( \beta \in M^\ell_\ell \). Let us suppose that \( Q \) was deactivated in \( Q \), that is \( Q \subset \Omega_{\ell+1} \). Since \( \Omega_{\ell+1} \) is a union of supports of functions in \( B_\ell \), there exists \( \beta' \in B_\ell \) such that \( Q \subset \text{supp } \beta' \subset \Omega_{\ell+1} \). Then, \( \beta' \in F^D_\ell \), and clearly \( \beta' \in F^D_\ell \setminus \overline{M}^\ell_\ell \), which contradicts (18). Therefore, \( Q \) is active in the initial mesh \( Q \). Moreover, from (18) it follows that \( Q \) is deactivated in \( Q^+ \), which means that \( Q \subset \text{supp } \beta \) for some \( \beta \in M^\ell_\ell \). Thus, \( Q \in M^\ell_\ell \). This proves the result for the sequence (16).

The proof for sequence (17) is similar. We have to prove that \( M^\ell_\ell = \overline{M}^\ell_\ell \), for \( \ell = 0, \ldots, n - 2 \), where \( M^\ell_\ell \) are the elements to reactivate obtained from \( M^\ell \) as in (15), and \( \overline{M}^\ell_\ell \) are the elements to refine in \( Q^- \) obtained from \( \overline{M}^\ell_\ell \) (see (10)), i.e.,

\[
\overline{M}^\ell_\ell := \{ Q \in Q_\ell \cap Q^- \mid \exists \beta \in \overline{M}^\ell_\ell \text{ such that } Q \subset \text{supp } \beta \}. 
\]

Let \( Q \in M^\ell_\ell \). From (15) it follows that \( Q \subset \text{supp } \beta \) for some \( \beta \in M^\ell_\ell \). Since all elements in \( M^\ell_\ell \) have been reactivated, we have that \( Q \) is an active element in \( Q^- \), which in turn implies that \( \beta \) has been actually reactivated, that is, \( \beta \in M^\ell_\ell \). Hence, taking into account (19), \( Q \in \overline{M}^\ell_\ell \).

Now let \( Q \in \overline{M}^\ell_\ell \), by (19) we have \( Q \subset \text{supp } \beta \) for some \( \beta \in M^\ell_\ell \subset M^\ell_\ell \). Since \( \beta \in F^D_\ell \), \( Q \) is a deactivated element in \( Q \). Moreover, \( Q \in D^\ell_\ell \), because \( Q \) is active in \( Q^- \). In addition, taking into account that the nonmarked deactivated functions remain deactivated, that is, \( F^D_\ell \setminus M^\ell_\ell \subset F^D_\ell^- \), we have that \( Q \not\subset \text{supp } \beta' \) for any \( \beta' \in F^D_\ell \setminus M^\ell_\ell \). Thus, all the conditions of (15) are satisfied, which implies \( Q \in M^\ell_\ell \), and the result is proved.

**4.3. Refinement matrix between hierarchical bases.** When applying a refinement step, it may be necessary to express a field computed in the coarse space in terms of the new basis \( \mathcal{H}^\ast \), for instance to compute the new control points of the parametrization \( F \), to get the coefficients of the partition of unity, or at every step of
a time discretization scheme. Due to the nestedness of the spaces this operation can be done exactly as a matrix vector multiplication, in the form

\[ u^* = Ku, \]

where \( u \) and \( u^* \) are the vectors collecting the coefficients in terms of the bases \( \mathcal{H} \) and \( \mathcal{H}^* \), respectively, and each column of the matrix \( K \) gives the coefficients to express a basis function in \( \mathcal{H} \) in terms of the basis \( \mathcal{H}^* \).

As already mentioned in Remark 8, in [20] the authors only allow to refine functions such that all their parents are already deactivated, and therefore each refined (deactivated) basis function only needs to pass the information to its children, using the two-scale relation (2). In our case we do not impose that restriction, therefore a refined function must propagate the information through finer levels until all its active descendants are reached, using the coefficients in (3). We now explain the computation of the matrix \( K \) in this general case through a recursive algorithm, starting with the case of standard (non truncated) hierarchical splines. We assume that the ordering of the basis functions is the same as in §3.2.

By the refinement procedure, it always happens that \( F^A_\ell \subset (F^A_\ell^* \cup F^D_\ell^*) \), i.e., any active function in the coarse basis is either active or deactivated in the fine basis, and in the latter case the information must be passed to the descendants. Let us define, similarly to the matrix \( J_\ell \) in §3.2, the inclusion matrix of size \((N^A_\ell^* + N^D_\ell^*) \times N^A_\ell \), that we denote by \( \hat{J}_\ell \), to pass from functions in \( F^A_\ell \) to functions in \( F^A_\ell^* \cup F^D_\ell^* \). Starting from \( K_0 = \hat{J}_0 \), the matrix \( K = K_{n^* - 1} \) is computed as the last step in the following:

\[
K_{\ell+1} = \begin{bmatrix}
K^A_\ell \\
K^{\ell+1}_\ell K^D_\ell \\
\hat{J}_{\ell+1}
\end{bmatrix}, \quad \text{for } \ell = 0, \ldots, n^* - 2,
\]

where, in the first row we simply keep active functions, and the matrix \( K^A_\ell \) is the restriction of \( K_\ell \) to the rows of active functions in \( \mathcal{H}^* \) up to level \( \ell \); and in the second row we pass the coefficients of deactivated functions to their children: the matrix \( K^D_\ell \) is the submatrix of \( K_\ell \) restricted to the rows corresponding to deactivated functions of level \( \ell \) in \( \mathcal{H}^* \), and the matrix \( K^{\ell+1}_\ell \) is the submatrix of \( C^{\ell+1}_\ell \) restricted to the rows of active and deactivated functions of level \( \ell + 1 \) in \( \mathcal{H}^* \), and the columns of deactivated functions of level \( \ell \) in \( \mathcal{H}^* \).

The computation of the refinement matrix in the case of THB-splines is slightly different, for two main reasons. First, a function that remains active may be (further) truncated, and part of its information must travel to its (new) truncating descendants, therefore we cannot use in the second row the restriction to deactivated functions; second, a function that is refined only needs to pass its information to new active descendants, since those that were already active collected the information coming from truncation in previous steps, which is done replacing the matrix \( C^{\ell+1}_\ell \) with the matrix \( C^{\ell+1,\tau}_\ell \) introduced in §2.4. Moreover, the computation of the coefficients for truncation may involve information passing through passive functions (see Figure 5), therefore we cannot restrict the computations to active and deactivated functions.

To compute the matrix \( K \) for THB-splines, using now the matrices \( J_\ell \) as in §3.2, we start from \( K_0 = \hat{J}_0 \) and compute the matrices \( K_\ell \) similarly to the non-truncated
Fig. 5. A cubic function of level 0, and its active (continuous) and passive (dashed) descendants of levels 1 and 2. When activating the highlighted function of level 2 (thick red line), the computation of the refinement matrix in the truncated basis requires passing through one passive function of level 1 (dashed thick red line).

case:

\[
K_{\ell+1} = \begin{bmatrix} K_{\ell}^{A^*} & 0 \\ C_{\ell+1,\tau}^{\ell} K_{\ell}^{*} & J_{\ell+1} \end{bmatrix}, \quad \text{for } \ell = 0, \ldots, n^* - 2,
\]

where \( K_{\ell}^{A^*} \) is, as before, the restriction of \( K_{\ell} \) to the rows of active functions up to level \( \ell \), and in the second row \( K_{\ell}^{*} \) is the restriction of \( K_{\ell} \) to rows of functions of level \( \ell \) (active, deactivated or passive), which removes functions from previous levels, and the matrix \( C_{\ell+1,\tau}^{\ell} \) is the one introduced in §2.4 constructed from the truncated hierarchical basis before refinement. The final step is to remove the non-active functions of the finest level, thus the refinement matrix is defined as

\[
K = K_{n^*-1}^{A^*}.
\]

Notice that, similar to Remark 6, the computation of the matrices \( J_{\ell} \) and \( C_{\ell+1,\tau}^{\ell} \) can be restricted to the submatrices corresponding to functions acting on active and deactivated elements, reducing the memory consumption.

Finally, we remark that after a coarsening step, a field in the original space cannot be represented exactly in the coarse space, and it is required to apply some approximation methods, such as the least-squares method [3] or a quasi-interpolant as in [26, 6]. We do not explain the details here, since the computations will depend on the chosen method.

5. Data structures for the implementation. We introduce in this section the main data structures and functions that are necessary for the implementation of adaptive isogeometric methods based on hierarchical splines, and that will be used in §6 to write the refinement and coarsening algorithms. We introduce two main data
structures: one for the mesh, with the list of active elements, and one for the discrete space, with the list of active basis functions. These data structures are similar to those used in [3] in the case of uniform refinement between levels. As already mentioned in the introduction, our data structures are simpler and more intuitive than those in [25] and that the binary subdivision tree used in [11], and are still general enough to cover not only the different hierarchical bases defined in §2, but in general any hierarchical basis constructed under the setting in [13].

5.1. Data structures for the tensor product spaces. Our starting point is the existence of a code capable to perform an isogeometric discretization with a space of one single level, as those in §2.1. We assume that for any tensor product space, and therefore for each level $\ell$, we have a mesh structure (or class) with the information of the Cartesian grid $Q_\ell$, and a space structure (or class) with the information of the tensor product space $S_\ell$. To solve a variational IGA problem with tensor product spaces, these structures are complemented with functions (or methods) to evaluate the basis functions of $B_\ell$ and their derivatives at the quadrature points, to compute local elementary matrices, and to assemble the global matrix of the problem. Moreover, we also need the following functions, that work in the mesh and the space of one single level:

- **get_basis_functions**: for a given cell $Q \in Q_\ell$ (or an array of cells), compute the indices of the basis functions in $B_\ell$ that do not vanish in $Q$. In IGA software this is equivalent to the computation of the connectivity, which is used for assembling the matrix.
- **get_cells**: for a given basis function $\beta \in B_\ell$ (or an array of functions), compute the cells in $Q_\ell$ in which the function does not vanish.
- **get_neighbors**: for a given basis function $\beta \in B_\ell$ (or an array of functions), compute the indices of basis functions in $B_\ell$ such that their supports share at least one cell with the support of $\beta$. In IGA software, this information is used for computing the sparsity pattern of the matrix. A possible implementation of this function is as a composition of the previous two.

Notice that, since all these functions are for tensor product spaces on Cartesian grids, the computations can be done in the univariate case, and then generalized to the multivariate case by tensorization\(^1\).

5.2. Data structure for the hierarchical mesh. The first structure (or class) must contain the information for the hierarchical mesh $Q$. The essential information that is required to be stored in this structure is the following:

- The current number of levels.
- The Cartesian mesh structure for each level $\ell$, with the information for $Q_\ell$.
- The list of active cells for each level $\ell$, that we denote by $E^a_\ell$ in the algorithms.
- The list of deactivated cells for each level $\ell$, that we denote by $E^d_\ell$ in the algorithms.
- The mesh refinement to pass from level $\ell$ to $\ell + 1$ (dyadic, triadic...)

Moreover, we will also need functions to relate the information of two consecutive levels, that will depend on the choice of the spaces of the sequence (1). Usually this will be a simple dyadic $h$-refinement, but our algorithms are general enough to cover any other refinement, provided that the spline spaces are nested. The two functions that we will need for the mesh are:

\(^1\)Octave and Matlab users will find the functions *ind2sub*, *sub2ind* and *kron* extremely useful.
• **get_children_of_cell**: for a given cell \( Q \in \mathcal{Q}_\ell \) (or an array of cells), compute the indices of its children, that is, the cells \( Q' \in \mathcal{Q}_{\ell+1} \) such that \( Q' \subset Q \).

• **get_parent_of_cell**: for a given cell \( Q \in \mathcal{Q}_{\ell+1} \) compute the index of its parent, that is, the unique cell \( Q' \in \mathcal{Q}_{\ell} \) such that \( Q \subset Q' \).

**Remark 11.** The hierarchical mesh can be implemented in a tree structure, that becomes a simple quadtree or octree for dyadic \( h \)-refinement. In this structure the active elements are the leaves, and the other nodes of the tree are the deactivated elements. This kind of implementation has been already used in [23], for instance.

5.3. **Data structure for the hierarchical space.** The second structure (or class) must contain all the information for the computation of the hierarchical basis. This is the list of necessary fields in the structure:

- The current number of levels.
- For each level \( \ell \), a space structure with the information for the tensor product basis \( \mathcal{B}_\ell \).
- The list of active functions \( \mathcal{F}^A_\ell \) for each level \( \ell \), written \( \mathcal{F}^A_\ell \) in the algorithms.
- The list of deactivated functions \( \mathcal{F}^D_\ell \) for each level \( \ell \), written \( \mathcal{F}^D_\ell \) in the algorithms.
- The coefficients for the (univariate) two-scale relation between levels \( \ell \) and \( \ell + 1 \).

As for the hierarchical mesh, we need some functions to relate basis functions of two consecutive levels:

- **get_children_of_function**: for a given basis function \( \beta \in \mathcal{B}_\ell \) (or an array of functions), compute the indices of the children \( \mathcal{C}(\beta) \), as defined in §2.1. Eventually, the function can also compute the coefficients of the two-scale relation (2). For \( h \)-refinement, these coefficients can be computed using the algorithm in [22].

- **get_parents_of_function**: for a given basis function \( \beta \in \mathcal{B}_{\ell+1} \), compute the indices of its parents \( \mathcal{P}(\beta) \).

We remark that the necessary fields in the structure are independent of the chosen basis, but the list of active and deactivated functions for the bases \( \mathcal{H} \) and \( \tilde{\mathcal{H}} \) will differ, and at each refinement/coarsening step will be updated using different algorithms. The structure is also valid for truncated basis functions. In this case, there is no difference in the lists of indices of active and deactivated basis functions between the truncated and the non-truncated basis.

As already explained in §2.4, truncation can be incorporated into the two-scale relation by setting some rows of the matrix to zero. We note that this has to be done in the multivariate matrix, computed by Kronecker tensor product of the univariate ones, that we store in the structure.

**Remark 12.** Unlike the hierarchical mesh, the hierarchical basis cannot be implemented as a standard tree structure, because a function of level \( \ell + 1 \) can be a child of several functions of level \( \ell \). Moreover, the number of children differs between functions, and an active function would not necessarily be a leave of the tree, because one of its children could also be active, or even deactivated.

6. **Algorithms for refinement and coarsening.** We now present the algorithms for the implementation of refinement and coarsening. Similar to the usage of cell-arrays in Octave/Matlab, in the algorithms we will write \( \{A_\ell\}_{0}^{n-1} \) for variables where the size varies from one level to another, and simply \( A_\ell \) when one single level is considered. To alleviate notation, the index interval in the cell-arrays will be specified
only when it is different from 0 to $n - 1$, that is, we will usually write $\{A_n\}$. Also similar to Octave/Matlab, we will use brackets $[A, B]$ to indicate that a function gives two (or more) output variables.

Both for refinement and coarsening, we assume that we are given a hierarchical mesh structure and a hierarchical space structure, that in the algorithms we denote $\text{MESH}$ and $\text{SPACE}$, respectively. These contain the information explained in §5. Apart from these two structures, we get as an input a set of marked entities for each level, either cells or basis functions, that we denote by $\{\text{MARKED}_\ell\}$.

6.1. Refinement algorithms. Algorithm 1 summarizes the main steps to provide the refined hierarchical mesh and space, that is, the structures for the mesh $Q^*$ and the basis $H^*$. The algorithm is divided in two main parts: in the first part we compute the cells that have to be deactivated, and refine the hierarchical mesh, updating the sets of active and deactivated cells of each level; in the second part we compute the set of functions that have to be deactivated, and refine the hierarchical space, updating the sets of active and deactivated basis functions of each level. In the following paragraphs we explain each of these steps in detail.

We note that it would also be possible to refine the mesh and the space at the same time. However, this approach of separating the mesh and the space can be more convenient in several situations. For instance, in the mixed formulation for Stokes problem two discrete spaces, one for the velocity and one for the pressure, have to be refined simultaneously. In Algorithm 1 this would be simply done applying the second part of the algorithm to each discrete space.

Algorithm 1 \text{refine: update $\text{MESH}$ and $\text{SPACE}$ when enlarging the current subdomains with the marked entities (either active cells or active basis functions) given in $\{\text{MARKED}_\ell\}$}

\begin{verbatim}
1: if (Marking cells) then
2:   $\{\text{ME}_\ell\} \leftarrow \{\text{MARKED}_\ell\}$
3: else if (Marking functions) then
4:   $\{\text{ME}_\ell\} \leftarrow \text{compute\_cells\_to\_refine}(\text{MESH}, \text{SPACE}, \{\text{MARKED}_\ell\})$
5: end if
6: $[\text{MESH}, \{\text{NE}_\ell\}_{\ell=0}^n] \leftarrow \text{refine\_hierarchical\_mesh}(\text{MESH}, \{\text{ME}_\ell\})$

7: if (Marking cells) then
8:   $\{\text{MF}_\ell\} \leftarrow \text{functions\_to\_deactivate\_from\_cells}(\text{MESH}, \text{SPACE}, \{\text{MARKED}_\ell\})$
9: else if (Marking functions) then
10:  $\{\text{MF}_\ell\} \leftarrow \text{functions\_to\_deactivate\_from\_neighbors}(\text{MESH}, \text{SPACE}, \{\text{MARKED}_\ell\})$
11: end if
12: $\text{SPACE} \leftarrow \text{refine\_hierarchical\_space}(\text{MESH}, \text{SPACE}, \{\text{MF}_\ell\}, \{\text{NE}_\ell\}_{\ell=0}^n)$
\end{verbatim}

Output: $\text{MESH}, \text{SPACE}$

Refinement of the hierarchical mesh. We first compute the set of cells to be deactivated, that we denote by $\{\text{ME}_\ell\}$. In the case of marking cells nothing has to be done, since the marked cells and the ones to be deactivated coincide. In the case of marking basis functions, for each level we consider the marked basis functions, and collect the active cells of that level within their supports. This is done in Algorithm 2.

Once we have the set of cells to be deactivated, the refinement of the mesh described in Algorithm 3 is quite standard. First we check whether it is necessary to
Algorithm 2 compute_cells_to_refine
\[\text{Input: MESH, SPACE, \{MARKED}_\ell\}\]
\begin{itemize}
\item 1: for \(\ell = 0, \ldots, n - 1\) do
\item 2: \(\text{ME}_\ell \leftarrow \text{get\_cells (MARKED}_\ell\}\)
\item 3: \(\text{ME}_\ell \leftarrow \text{ME}_\ell \cap \text{EA}_\ell\)
\end{itemize}
\[\text{end for}\]
\[\text{Output: \{ME}_\ell\}\]

add a new level. Then, for each level, we remove marked cells from the list of active cells and add them to the list of deactivated cells, and add their children to the list of active cells of the next level. The algorithm gives as the output the new refined mesh, and also the list of cells that have been activated, that will be used to update the hierarchical basis.

Algorithm 3 refine_hierarchical_mesh
\[\text{Input: MESH, \{ME}_\ell\}\]
\begin{itemize}
\item 1: if \(\text{ME}_{n-1} \neq \emptyset\) then
\item 2: \(\text{MESH} \leftarrow \text{add\_empty\_level}\)
\item 3: \end if
\item 4: \(\text{NE}_0 \leftarrow \emptyset\)
\item 5: for \(\ell = 0, \ldots, n - 1\) do
\item 6: \(\text{EA}_\ell \leftarrow \text{EA}_\ell \setminus \text{ME}_\ell\)
\item 7: \(\text{ED}_\ell \leftarrow \text{ED}_\ell \cup \text{ME}_\ell\)
\item 8: \(\text{NE}_{\ell+1} \leftarrow \text{get\_children\_of\_cell (ME}_\ell\}\)
\item 9: \(\text{EA}_{\ell+1} \leftarrow \text{EA}_{\ell+1} \cup \text{NE}_{\ell+1}\)
\item 10: \end for
\item 11: \[\text{Output: MESH, \{NE}_\ell\}_{\ell=0}^n\]
\end{itemize}

Refinement of the space. Once the mesh information has been updated, we start with the refinement of the discrete space. Although it is possible to compute the set of active functions directly from the refined mesh, as is done in [3], our algorithms make use of local information to update this set from the refined cells. As we did for the mesh, the first step is to collect the basis functions that have to be deactivated, that is, those functions whose support has no active cell of their same level in the refined mesh. In the case of marking cells, this is done in Algorithm 4: for each level, we first collect the active functions that do not vanish in the marked cells, and then, for each of these functions, we keep as non-marked functions those that have at least one active cell within their support.

In the case of marking basis functions, it may happen that more functions than those marked have to be deactivated, as in the example of Figure 4. This set is computed in Algorithm 5: for each level we first collect, using the function get_neighbors, the set of active functions such that their support shares at least one cell with the one of a marked function. Then, as it is done when marking cells, we keep as non-marked the functions that have at least one active cell within their support. This check can be done only for functions that were not already given as marked in the input, to save computational time.

After selecting the functions that have to be deactivated, we can refine the hierarchical space, that is, we update the sets of active and deactivated basis functions for
Algorithm 4 functions_to_deactivate_from_cells
Input: MESH, SPACE, \{MARKED\}_\ell
1: for \ell = 0, \ldots, n - 1 do
2: MF_\ell ← get_basis_functions(MARKED_\ell)
3: MF_\ell ← MF_\ell ∩ F_\ell^\delta
4: for all \beta ∈ MF_\ell do
5: if (get_cells(\beta) ∩ E_\ell^\delta ∉ ∅) then
6: MF_\ell ← MF_\ell \setminus \beta
7: end if
8: end for
9: end for
Output: \{MF_\ell\}

Algorithm 5 functions_to_deactivate_from_neighbors
Input: MESH, SPACE, \{MARKED\}_\ell
1: for \ell = 0, \ldots, n - 1 do
2: MF_\ell ← get_neighbors(MARKED_\ell)
3: MF_\ell ← (MF_\ell ∩ F_\ell^\delta) \setminus MARKED_\ell ▷ Check only the support of non-marked functions.
4: for all \beta ∈ MF_\ell do
5: if (get_cells(\beta) ∩ E_\ell^\delta ∉ ∅) then
6: MF_\ell ← MF_\ell \setminus \beta
7: end if
8: end for
9: MF_\ell ← MF_\ell ∪ MARKED_\ell
10: end for
Output: \{MF_\ell\}

each level. The procedure is different depending on whether we work with the standard hierarchical space, or with the simplified hierarchical space, hence we explain them separately.

For the standard hierarchical space we use Algorithm 6. We start checking if we are refining elements of the finest level, to add an empty level to the space. Then for each level \ell we remove the functions that have to be deactivated from the list of active functions, and add them to the list of deactivated ones. Next, for level \ell + 1 we collect the non-active functions such that their support intersects the new cells, which are candidate functions to be activated. In lines 9–14 we remove from this list those functions that are not completely supported in Ω^{∗}_{\ell+1}, that is, the functions containing a cell of level \ell + 1 that is nor active nor deactivated. We finally add in line 15 the remaining candidate functions to the list of active functions of level \ell + 1.

For the simplified hierarchical space we use Algorithm 7. The beginning of the algorithm is the same as for the standard space: we add an empty level if necessary, and for each level we remove the functions that have to be deactivated from the list of active and add them to the list of deactivated. The functions of the next level to be activated are the children of the marked functions that are not already active or deactivated. Lines 10–14 take into account a particular situation that may occur for the simplified space: it may happen that the support of a function that had never been activated has been already refined, as exemplified in Figure 6. In this case, this function is automatically marked to be deactivated.
Algorithm 6 refine_hierarchical_space: standard hierarchical space

Input: MESH, SPACE, \{MF_\ell\}, \{NE_\ell\}_{\ell=0}^n
1: if (number of levels of MESH) > (number of levels of SPACE) then
2:     SPACE ← add_empty_level
3: end if
4: for \(\ell = 0, \ldots, n - 1\) do
5:     \(F^A_\ell \leftarrow F^A_\ell \setminus MF_\ell\)
6:     \(F^D_\ell \leftarrow F^D_\ell \cup MF_\ell\)
7:     \(F^C \leftarrow \text{get_basis_functions}(NE_{\ell+1})\)
8:     \(F^C \leftarrow F^C \setminus F^A_{\ell+1}\)
9:     for all \(\beta \in F^C\) do
10:        \(Q_\beta \leftarrow \text{get_cells}(\beta)\)
11:        if (any \((Q_\beta \not\subseteq E^A_{\ell+1} \cup E^D_{\ell+1})\)) then
12:           \(F^C \leftarrow F^C \setminus \beta\)
13:        end if
14:     end for
15:     \(F^A_{\ell+1} \leftarrow F^A_{\ell+1} \cup F^C\)
16: end for

Output: SPACE \rarrow The refined space

Fig. 6. Example of a particular situation for the simplified hierarchical basis with biquadratic B-splines of maximum smoothness. In the mesh \(Q\) on the left the highlighted function of level 0 (solid blue line) is active, and the highlighted function of level 1 (dashed red line) has never been activated, because it is not a child of any function completely supported in \(\Omega_1\). After marking the highlighted function of level 0 (solid blue line) to obtain the mesh \(Q^*\) on the right, the level 1 function has to be immediately deactivated, because its support is contained in \(\Omega^*_2\).

Remark 13. The refinement for the standard hierarchical space in Algorithm 6 can be improved by adding, between lines 6 and 7, the lines 7–9 of Algorithm 7 to activate the children of marked functions. This reduces the list of candidate functions for which one should check the support, and it is the way we implemented it in §7.1 (see also [3, Algorithm 2]). Notice that the check of lines 10–14 in Algorithm 7 is not necessary in this case.

It is also worth to note that the refinement described in Algorithm 1 can be used to construct the hierarchical basis \(H\) for a given hierarchical mesh, provided that we are given the list of active cells for each level. The procedure is described in Algorithm 8. One starts from a Cartesian grid and the basis of a tensor product
Algorithm 7 refine_hierarchical_space: simplified hierarchical space

Input: MESH, SPACE, \{MF_\ell\}

1: if (number of levels of MESH) > (number of levels of SPACE) then
2: SPACE ← add_empty_level
3: end if
4: for \(\ell = 0, \ldots, n-1\) do
5: \(F^A_\ell \leftarrow F^A_\ell \setminus MF_\ell\)
6: \(F^P_\ell \leftarrow F^P_\ell \cup MF_\ell\)
7: \(F^C \leftarrow \text{get_children_of_function}(MF_\ell)\)
8: \(F^C \leftarrow F^C \setminus \left(F^{A+1}_\ell \cup F^{P+1}_\ell\right)\)
9: \(F^{A+1}_\ell \leftarrow F^{A+1}_\ell \cup F^C\)
10: for all \(\beta \in F^C\) do
11: if (get_cells(\(\beta\)) \(\cap E^{A}_\ell = \emptyset\)) then
12: \(MF_{\ell+1} \leftarrow MF_{\ell+1} \cup \beta\)
13: end if
14: end for
15: end for

Output: SPACE \(\triangleright\) The refined space

space, and then proceeds level by level marking the active cells of the finest level that are not in the list of active cells given as an input, and therefore have to be refined. Obviously, the algorithm can be improved replacing the call to \textit{refine} by a specialized function, that takes into account that at each step only elements of the finest level have been marked.

Algorithm 8 build_hierarchical_space

Input: \(\{E^E_\ell\}\)

1: MESH ← \text{mesh cartesian} \(\triangleright\) Initialize as a Cartesian grid of level 0
2: SPACE ← \text{spline space} \(\triangleright\) Initialize as a tensor product space of level 0
3: for \(k = 0, \ldots, n-2\) do
4: \(\{\text{MARKED}_\ell\}_{\ell=0}^{k-1} \leftarrow \emptyset\)
5: \(\text{MARKED}_k \leftarrow E^A_k \setminus E^E_k\)
6: \([\text{MESH, SPACE}] \leftarrow \text{refine}(\text{MESH, SPACE, }\{\text{MARKED}_\ell\}_{\ell=0}^{k})\)
7: end for

Output: MESH, SPACE

6.2. Coarsening algorithms. We recall that for coarsening the set \text{MARKED}_\ell represents the list of entities of level \(\ell\) that we want to reactivate, which are either deactivated cells whose children are all active (see (11)), or deactivated basis functions that have within their support at least one of such deactivated cells (see (14)). Using this set of candidates to reactivate, Algorithm 9 summarizes the main steps to provide the coarsened hierarchical mesh and space, that is, the structures for the mesh \(Q^{-}\) and the basis \(H^{-}\), respectively. The algorithm is divided in two main parts: in the first part we compute the cells that have to be reactivated, and coarsen the hierarchical mesh, updating the sets of active and deactivated cells of each level; in the second part, we compute the set of functions that have to be reactivated, and coarsen the hierarchical space updating the active and deactivated basis functions. In the following paragraphs we explain each of these steps in detail.
Algorithm 9 coarsen: update MESH and SPACE when shrinking the current subdomains using the candidates to reactivate (either cells or functions) given in \{MARKED_ℓ\}

**Input:** MESH, SPACE, \{MARKED_ℓ\}

1: if (Marking cells) then
2: \{ME_ℓ\} ← \{MARKED_ℓ\}
3: else if (Marking functions) then
4: \{ME_ℓ\} ← compute_cells_to_reactivate (MESH, SPACE, \{MARKED_ℓ\})
5: end if
6: [MESH, \{EtD_ℓ\}] ← coarsen_hierarchical_mesh (MESH, \{ME_ℓ\})
7: \{MF_ℓ\} ← functions_to_reactivate_from_cells (MESH, SPACE, \{ME_ℓ\})
8: SPACE ← coarsen_hierarchical_space (MESH, SPACE, \{MF_ℓ\}, \{EtD_ℓ\})

**Output:** MESH, SPACE

---

**Coarsening of the hierarchical mesh.** First of all, we have to compute the cells that will be indeed reactivated, that we denote by \{ME_ℓ\}. In the case of marking cells this set is equal to \{MARKED_ℓ\}, since all the marked cells are admissible to be reactivated. In the case of marking functions we compute the cells to be reactivated in Algorithm 10, according to the selection criteria in (15): a cell Q of level ℓ to be reactivated must have all its children active, it must be in the support of a marked function, and it cannot be in the support of a deactivated function of the same level that has not been marked.

Algorithm 10 compute_cells_to_reactivate

**Input:** MESH, SPACE, \{MARKED_ℓ\}

1: for ℓ = 0, . . . , n − 2 do
2: ME_ℓ ← ∅
3: I_ℓ ← get_cells (MARKED_ℓ)
4: for Q ∈ I_ℓ do
5: if (get_children_of_cell(Q) ∩ E_{ℓ+1} = ∅) then
6: if (get_basis_functions(Q) ∩ (P_ℓ \ \{MARKED_ℓ\}) = ∅) then
7: ME_ℓ ← ME_ℓ ∪ Q
8: end if
9: end if
10: end for
11: end for
12: ME_{n−1} ← ∅

**Output:** \{ME_ℓ\}

---

Once we have the set of cells to be reactivated, we can perform the coarsening of the mesh as described in Algorithm 11. We start by computing the children of the cells that will be reactivated, that are active cells that have to be deleted from the list of active cells, and are collected in \{EtD_ℓ\}. We then remove the cells to be reactivated from the list of deactivated cells and add them to the list of active cells. Finally, if the finest level remains empty, that is, it does not contain any active element, it is removed.

**Coarsening of the space.** Once the mesh information has been updated, we proceed with the coarsening of the discrete space. We start with the computation, in Algorithm 12, of the functions that indeed will be reactivated. For the standard hi-
Algorithm 11 coarsen_hierarchical_mesh

Input: MESH, \{ME_\ell\}

1: for \( \ell = n - 2, \ldots, 0 \) do
2: \( E_{\ell + 1}^t \leftarrow \text{get_children_of_cell}(ME_\ell) \)
3: \( E_{\ell + 1}^t \leftarrow E_{\ell + 1}^t \setminus EtD_{\ell + 1} \)
4: \( E^t_\ell \leftarrow E^t_\ell \setminus ME_\ell \)
5: \( E^t_\ell \leftarrow E^t_\ell \cup ME_\ell \)
6: end for
7: \( EtD_0 \leftarrow \emptyset \)
8: if \( E^{n-1} = \emptyset \) then
9: \( \text{MESH} \leftarrow \text{remove_empty_level} \)
10: end if

Output: MESH, \{EtD_\ell\}

Algorithm 12 functions_to_reactivate_from_cells

Input: MESH, SPACE, \{ME_\ell\}

1: \( \{MF_\ell\} \leftarrow \emptyset \)
2: for \( \ell = 0, \ldots, n - 2 \) do
3: \( MF_\ell \leftarrow MF_\ell \cup \left( \text{get_basis_functions}(ME_\ell) \cap F_D^\ell \right) \)
4: if (Simplified hierarchical space) then
5: \( C_0 \leftarrow \text{get_children_of_function}(MF_\ell) \cap F_D^{\ell + 1} \)
6: for \( \beta \in C_0 \) do
7: if \( \left( \text{get_parents_of_function}(\beta) \cap (F_D^\ell \setminus MF_\ell) = \emptyset \right) \) then
8: \( MF_{\ell + 1} \leftarrow MF_{\ell + 1} \cup \beta \)
9: end if
10: end for
11: end if
12: end for

Output: \( \{MF_\ell\} \)

After selecting the functions that have to be reactivated, we coarsen the hierarchical space, that is, we update the sets of active and deactivated basis functions for each level. This is done in Algorithm 13 for the standard hierarchical space, and in Algorithm 14 for the simplified hierarchical space. The difference between both is how to decide the active functions to be removed: for the standard space active functions with one removed element of the same level in their supports have to be removed, as is done in line 2 of Algorithm 13; for the simplified space the functions to be removed are the children of reactivated functions such that they are not children of any function that remains deactivated. This check is performed in lines 4-7 of Algorithm 14.
7. Implementation and numerical tests. We now present a brief description of the implementation of the adaptive isogeometric methods based on hierarchical splines in an Octave/Matlab code, along with some numerical results to show the effectiveness of the method.

7.1. Implementation of hierarchical splines in GeoPDEs. All the algorithms introduced above, and some other functions required by adaptive isogeometric methods, have been implemented in the free Octave/Matlab package GeoPDEs [10, 28], and will be soon released under a GNU/GPL license in the GeoPDEs webpage. The GeoPDEs software is based on two main classes: one for the mesh (msh cartesian or msh multipatch), and one for the discrete space (sp scalar or sp multipatch). These classes contain, for the tensor product spaces of each level, the methods and the information explained in §5.1, see [28] for the details.

For the implementation of hierarchical splines in GeoPDEs we have created two new classes: hierarchical_mesh and hierarchical_space, both of them with a multipatch counterpart (named with the _mp extension). These two classes contain all the information already introduced in §5, plus some other functionality useful for different purposes. For the convenience of potential users, we include in Appendix A four tables listing the properties and methods of the two classes.

All the algorithms presented in this paper have been implemented in the methods

---

**Algorithm 13**: coarsen_hierarchical_space: standard hierarchical space

```plaintext```
Input: MESH, SPACE, {MF_ℓ}, {EtD_ℓ}
1: for ℓ = n - 2, . . . , 0 do
2: F_A^{ℓ+1} ← F_A^{ℓ+1} \ get_basis_functions(EtD_{ℓ+1})
3: F_F^{ℓ} ← F_F^{ℓ} ∪ MF_ℓ
4: F_F^{ℓ} ← F_F^{ℓ} \ MF_ℓ
5: end for
6: if (number of levels of MESH) < (number of levels of SPACE) then
7: SPACE ← remove_empty_level
8: end if
```

Output: SPACE \triangleright The coarsened space

---

**Algorithm 14**: coarsen_hierarchical_space: simplified hierarchical space

```plaintext```
Input: MESH, SPACE, {MF_ℓ}
1: for ℓ = n - 2, . . . , 0 do
2: F_A^{ℓ} ← F_A^{ℓ} ∪ MF_ℓ
3: F_F^{ℓ} ← F_F^{ℓ} \ MF_ℓ
4: F_C ← get_children_of_function(MF_ℓ)
5: F_F^{ℓ} ← get_neighbors(MF_ℓ)
6: F_C ← F_C \ get_children_of_function(F_F^{ℓ} \ F_F^{ℓ})
7: F_A^{ℓ+1} ← F_A^{ℓ+1} \ F_C
8: end for
9: if (number of levels of MESH) < (number of levels of SPACE) then
10: SPACE ← remove_empty_level
11: end if
```

Output: SPACE \triangleright The coarsened space

---

2https://rafavzqz.github.io/geopdes/
of the aforementioned classes. For instance, the refinement and coarsening algorithms from §6 are performed with the methods `hmsh_refine` and `hspace_refine`, and `hmsh_coarsen` and `hspace_coarsen`; and the assembly of the matrix presented in §3.2 is done with the method `op_u_v_hier` (and analogous), while the method `hspace_subdivision_matrix` computes the matrices $C_\ell$, that are stored in the property `Csub` for convenience. Moreover, the classes contain other methods for postprocessing, that allow to plot the mesh, export the discrete solution to a `vtk` file, or to compute the discrete error when the exact solution is known.

7.2. Numerical tests. The implementation of our algorithms has been tested with several numerical examples, that we now explain in detail. Although the algorithms and the implementation are dimension independent, we have preferred to focus on two-dimensional problems, because their visualization is more intuitive.

7.2.1. Memory consumption of hierarchical splines and THB-splines. As a first test we compare the performance of hierarchical splines and THB-splines in terms of memory consumption, running in our implementation the same tests presented in [11] for the C++ G+SMO library. We consider the unit square domain refined near the diagonal, and generate four different sequences of meshes that differ on the mesh grading, as shown in Figure 7. For each grading we refine up to the tenth level, and generate the hierarchical mesh and the hierarchical space objects of degrees from 2 to 5, with maximum continuity. This includes the computation of the matrices $C_\ell$ of §3.2, and of the refinement matrix $K$ of §4.3 each time we add a new level.

![Fig. 7. Four different hierarchical mesh configurations for the diagonal refinement of the unit square with increasing distance between cells of different levels (a–d). These configurations are the same from [11, Fig. 6].](image)

The memory consumption is computed as the maximum amount of memory used by Octave, and obtained with the `getrusage` built-in function. The results are shown in Figure 8. We observe that the memory usage grows linearly both for hierarchical splines and THB-splines, independently of the degree and the mesh grading. This is in contrast with the results for G+SMO in [11], where the linear growth for THB-splines is only attained for highly graded meshes. This difference is due to the way we compute and store the coefficients for truncation. As explained in §2.4, a function of level $\ell$ truncated by a finer function of level $k \geq \ell$ is represented as a linear combination of functions of level $k$, but its restriction to an element of level $k'$, with $\ell \leq k' < k$, can be expressed using only functions of level $k'$. In our implementation we take advantage of this fact and, as mentioned in Remark 6, we only compute the rows of the matrix $C_{k'}$ related to functions on active and deactivated elements of level $k'$. Instead, in [11] the function is always evaluated from the coefficients of functions of level $k$, which increases the memory consumption. Notice also that this behavior gets worse when increasing the degree or the dimension. Moreover, in our case THB-splines consume
less memory than hierarchical splines, due to the lower number of nonzero entries in these matrices.

It is also worth to note that the consumed memory is higher, in terms of degrees of freedom, for the less graded meshes, which suggests that the amount of memory used depends more on the number of levels than on the number of degrees of freedom. Finally, we remark that for coarse meshes the amount of memory used is dominated by the required memory to simply run Octave\textsuperscript{3}.

7.2.2. Refinement in a curved L-shaped domain. In order to illustrate the performance of our local refinement tools, we apply an adaptive isogeometric method based on hierarchical splines to solve the problem

\[
\begin{align*}
-\Delta u &= f \quad \text{in } \Omega \\
u &= g \quad \text{on } \partial \Omega
\end{align*}
\]

where \(f\) and \(g\) are chosen such that the exact solution \(u\) is given in polar coordinates by \(u(\rho, \varphi) = \rho^{2/3} \sin(2\varphi/3)\), and \(\Omega\) is the curved L-shaped domain shown in Figure 9. For the solution of the problem we apply a standard adaptive loop of the form

\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE},
\]

considering two different a posteriori error estimators. We now briefly explain each step of the adaptive loop.

In the module SOLVE we apply the setting explained in §3.1 to our particular problem. Let \(Q\) and \(H\) denote the current hierarchical mesh and basis, respectively, and

\[
\text{getrusage}, \quad \text{but it would not take into account the auxiliary matrices needed during the computation of } C_\ell \text{ and } K.
\]
and $W = \text{span}\{\beta \circ F^{-1}, \beta \in \mathcal{H}\}$. We want to compute the solution $u_H \in W$ of the discrete problem

$$
\int_{\Omega} \nabla u_H \cdot \nabla v = \int_{\Omega} fv, \quad \forall v \in V,
$$

where $V := \{v \in W, v|_{\partial \Omega} = 0\}$, and $u_H = u_0 + u_g$, with $u_0 \in V$, and the lifting $u_g \in W$ such that $u_g|_{\partial \Omega} = g$ is computed with an $L^2$ projection on the boundary.

In the module ESTIMATE we consider two different \textit{a posteriori} error indicators, the first one is element-based [7], and gives an indicator for each active element $Q \in \mathcal{Q}$, which corresponds to the active element $F(Q)$ in the physical domain, defined by

$$
E_Q := h_Q \left( \int_{F(Q)} |f + \Delta u_H|^2 \right)^{\frac{1}{2}},
$$

where $h_Q := \text{diam}(F(Q))$, whereas the second is function-based [5], and gives an indicator for each active basis function $\beta \in \mathcal{H}$, and the corresponding active function in the physical domain $\beta \circ F^{-1}$, defined by

$$
E_{\beta} := h_{\beta} \sqrt{a_\beta} \left( \int_{F(\text{supp} \beta)} |f + \Delta u_H|^2 (\beta \circ F^{-1}) \right)^{\frac{1}{2}},
$$

where $h_{\beta} := \text{diam}(F(\text{supp} \beta))$ and $a_\beta$ is the coefficient of the partition of unity in (5).

In the module MARK we use these estimators to compute a set $M$ (either $M := \mathcal{M}^e \subset \mathcal{Q}$ or $M := \mathcal{M}^f \subset \mathcal{H}$) using the \textit{maximum strategy} with parameter $\theta = 0.5$, i.e., $M$ consists of the entities, active elements $Q$ or basis functions $\beta$, such that

$$
E_Q \geq \theta \max_{Q' \in \mathcal{Q}} E_{Q'}, \quad \text{or} \quad E_{\beta} \geq \theta \max_{\beta' \in \mathcal{H}} E_{\beta'}.
$$

Finally, in the module REFINE, we use the marked set $M$ to enlarge the hierarchy of subdomains as explained in Section 4.1.1, in order to get a finer hierarchical mesh and its corresponding hierarchical basis.

In Figure 10 we compare the energy error decay in terms of degrees of freedom, considering splines of maximum smoothness and degrees 2, 3, 4 and 5. For each case, we compare the behavior of tensor product B-splines refined globally with the two local adaptive refinement strategies just described above using hierarchical splines. Since the solution has a singularity in the reentrant corner of the domain $\Omega$, the global refinement does not provide optimal order of convergence, but both adaptive strategies do.
Fig. 10. Energy error decay vs. degrees of freedom, using tensor product splines and hierarchical splines, i.e., global refinement and local adaptive refinement guided by two different a posteriori error indicators.

Fig. 11. Comparison of meshes obtained with the function-based error indicator for different polynomial degrees; biquadratic with 9 levels, 396 elements and 410 DOFs (left), bicubic with 8 levels, 234 elements and 286 DOFs (middle) and biquartic with 7 levels, 183 elements and 282 DOFs (right).

Finally, we show some meshes obtained with the local refinement guided by the function-based error indicator in Figure 11, for biquadratic, bicubic and biquartic splines. In all cases, the error obtained is $\|\nabla (u - u_H)\|_{L^2(\Omega)} \approx 3 \times 10^{-3}$.

7.2.3. Coarsening in the unit square. As a simple example, to test the performance of the algorithms for coarsening, we consider the linear elliptic problem (20), where the domain $\Omega = [0, 1]^2$ is the unit square, and the data $f$ and $g$ are chosen such that the exact solution $u$ is given by $u(x, y) = \tan^{-1}(25(x - y))$, which is shown in Figure 12. For this example we start from a very fine mesh, and apply the following
Fig. 12. Exact solution of the problem considered for coarsening (left), and the final meshes obtained after coarsening marking by elements (middle) and by functions (right), with $\theta = 0.3$.

adaptive coarsening loop

\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{COARSEN},
\]

where the modules SOLVE and ESTIMATE are as explained in §7.2.2, in the module MARK, that we detail below, we use the output of ESTIMATE to select a set of elements or functions for coarsening (or reactivation), and in the module COARSEN we use the marked set to shrink the hierarchy of subdomains as explained in Section 4.1.2, in order to get a coarser hierarchical mesh and its corresponding hierarchical basis.

In the module MARK a list of elements or functions to be reactivated must be selected from the results of the a posteriori error estimators, that work on active entities. We start collecting a fixed percentage of active entities for which the estimated error is small: we denote by $N_Q$ and $N$ the number of active elements and functions, respectively, and for a fixed parameter $\theta \in (0, 1)$ we set $\mathcal{M}^A$ as the $\lceil \theta N_Q \rceil$ active elements or the $\lceil \theta N \rceil$ active functions with the smallest estimators. Let $\mathcal{M}^A_\ell := \mathcal{M}^A \cap Q_\ell$ for the element-based estimators, and $\mathcal{M}^A_\ell := \mathcal{M}^A \cap B_\ell$ for the function-based estimators. We give now a possible way to mark the candidates to reactivate for each case.

- **Marking cells to reactivate**: If $\mathcal{M}^A_{\ell+1}$ is a set of active cells of level $\ell + 1$, we define $\mathcal{M}^\ell_\ell \subset D^\ell_\ell$ as the set of the deactivated cells of level $\ell$ such that all their children belong to $\mathcal{M}^A_{\ell+1}$, i.e.,

\[
\mathcal{M}^\ell_\ell := \{ Q \in Q_\ell \mid \forall Q' \in Q_{\ell+1}, (Q' \subset Q \Rightarrow Q' \in \mathcal{M}^A_{\ell+1}) \}.
\]

- **Marking functions to reactivate**: If $\mathcal{M}^A_{\ell+1}$ is a set of active basis functions of level $\ell + 1$, we define $\mathcal{M}^\ell_\ell \subset D^\ell_\ell$ as the set of functions admissible for reactivation of level $\ell$ such that at least one child belongs to $\mathcal{M}^A_{\ell+1}$, i.e.,

\[
\mathcal{M}^\ell_\ell := \{ \beta \in D^\ell_\ell \mid \exists \beta' \in \mathcal{C}(\beta) \cap \mathcal{M}^A_{\ell+1} \}.
\]

For the numerical tests, we consider bicubic splines with maximum smoothness, and start from a uniform Cartesian mesh of 16384 elements, corresponding to a 8-level hierarchical mesh with $2^8 = 128$ subdivisions in each direction. We apply the two strategies of coarsening, marking by elements and marking by functions, both of them with the values $\theta = 0.3$ and $\theta = 0.5$. In Tables 1 and 2 we show, after each coarsening step, the number of active functions and elements, the error in $H^1$ seminorm, and the coarsest level for which there exist active functions. From the results in the tables, we see that all the strategies reduce the amount of degrees of freedom to around one
Table 1
Results of the coarsening algorithm marking deactivated elements (left) or deactivated functions (right) with $\theta = 0.3$. (C.Lev.: coarsest level).

<table>
<thead>
<tr>
<th>DOFs</th>
<th>$N_Q$</th>
<th>error</th>
<th>C.Lev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>17161</td>
<td>16384</td>
<td>0.00146624</td>
<td>8</td>
</tr>
<tr>
<td>13183</td>
<td>12814</td>
<td>0.00146624</td>
<td>7</td>
</tr>
<tr>
<td>10267</td>
<td>10162</td>
<td>0.00146624</td>
<td>6</td>
</tr>
<tr>
<td>8143</td>
<td>8218</td>
<td>0.00146628</td>
<td>5</td>
</tr>
<tr>
<td>6451</td>
<td>6754</td>
<td>0.00146678</td>
<td>5</td>
</tr>
<tr>
<td>4999</td>
<td>5608</td>
<td>0.00147311</td>
<td>4</td>
</tr>
<tr>
<td>4471</td>
<td>4858</td>
<td>0.00149726</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2
Results of the coarsening algorithm marking deactivated elements (left) or deactivated functions (right) with $\theta = 0.5$. (C.Lev.: coarsest level).

<table>
<thead>
<tr>
<th>DOFs</th>
<th>$N_Q$</th>
<th>error</th>
<th>C.Lev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>17161</td>
<td>16384</td>
<td>0.00146624</td>
<td>8</td>
</tr>
<tr>
<td>10969</td>
<td>10444</td>
<td>0.00146624</td>
<td>7</td>
</tr>
<tr>
<td>6631</td>
<td>6730</td>
<td>0.00146676</td>
<td>6</td>
</tr>
<tr>
<td>4249</td>
<td>4552</td>
<td>0.00150103</td>
<td>5</td>
</tr>
<tr>
<td>3043</td>
<td>3466</td>
<td>0.00185160</td>
<td>4</td>
</tr>
</tbody>
</table>

In Figure 12 we show the final meshes obtained when marking by elements (middle) and by functions (right), with $\theta = 0.3$. It can be seen that marking by elements may lead to isolated elements, that do not activate any function of their level, while marking by functions produces a “cleaner” mesh. Finally, to see how the algorithm works, we show in Figure 13 the meshes corresponding to the last three steps of the coarsening process when marking by functions with $\theta = 0.5$.

8. Conclusions. We have introduced the data structures and algorithms to perform refinement and coarsening of hierarchical splines. Our algorithms cover the cases of standard or simplified hierarchical splines, with or without truncation. In particular, we have presented a new method to apply coarsening that, unlike previously existing methods, can be understood as the inverse of refinement. All the algorithms have been implemented in the open-source Octave code GeoPDEs, and tested in simple numerical examples. We plan to analyse different coarsening strategies in a future work.
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Appendix A. Properties and methods of the classes in GeoPDEs.
We list the properties and methods of the new hierarchical classes implemented in GeoPDEs. Tables 3 and 4 contain the properties of the classes that define the hierarchical mesh and the hierarchical space, respectively. Tables 5 and 6 contain the main methods for the same classes.

### Table 3
The properties of the hierarchical mesh class.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ndim</td>
<td>Scalar</td>
<td>1x1</td>
<td>Dimension of the parametric domain</td>
</tr>
<tr>
<td>rdim</td>
<td>Scalar</td>
<td>1x1</td>
<td>Dimension of the physical space in which the domain is embedded</td>
</tr>
<tr>
<td>nlevels</td>
<td>Scalar</td>
<td>1x1</td>
<td>Number of levels of the hierarchical mesh</td>
</tr>
<tr>
<td>nsub</td>
<td>Array</td>
<td>1xndim</td>
<td>Number of subintervals for $h$-refinement, in each parametric direction</td>
</tr>
<tr>
<td>nel</td>
<td>Scalar</td>
<td>1x1</td>
<td>Total number of elements of the mesh</td>
</tr>
<tr>
<td>nel_per_level</td>
<td>Scalar</td>
<td>1xlevels</td>
<td>Number of active elements in each level</td>
</tr>
<tr>
<td>active</td>
<td>Cell array</td>
<td>1xlevels</td>
<td>Indices of the active elements in each level</td>
</tr>
<tr>
<td>deactivated</td>
<td>Cell array</td>
<td>1xlevels</td>
<td>Indices of deactivated elements in each level</td>
</tr>
<tr>
<td>mesh_of_level</td>
<td>mesh_cartesian or mesh_multipatch</td>
<td>1xlevels</td>
<td>Cartesian grid (or multipatch grid) of each level</td>
</tr>
<tr>
<td>msh_lev</td>
<td>Cell array (struct)</td>
<td>1xlevels</td>
<td>Quadature and parametrization information for the active elements of each level</td>
</tr>
<tr>
<td>boundary</td>
<td>hierarchical_mesh</td>
<td>1x(2*ndim)</td>
<td>A mesh object for each boundary side</td>
</tr>
</tbody>
</table>
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### Table 4
The properties of the `hierarchical_space` class.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Size</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>type</strong></td>
<td>String</td>
<td>1×1</td>
<td>Type of hierarchical space: either 'standard' or 'simplified'</td>
</tr>
<tr>
<td><strong>truncated</strong></td>
<td>Logical</td>
<td>1×1</td>
<td>Decide whether to use the truncated basis or not</td>
</tr>
<tr>
<td><strong>nlevels</strong></td>
<td>Scalar</td>
<td>1×1</td>
<td>Number of levels of the hierarchical space (equal to the number of levels of the mesh)</td>
</tr>
<tr>
<td><strong>ndof</strong></td>
<td>Scalar</td>
<td>1×1</td>
<td>Total number of basis functions of the space</td>
</tr>
<tr>
<td><strong>ndof_per_level</strong></td>
<td>Scalar</td>
<td>1×nlevels</td>
<td>Number of active functions in each level</td>
</tr>
<tr>
<td><strong>active</strong></td>
<td>Cell array</td>
<td>1×nlevels</td>
<td>Indices of the active functions in each level</td>
</tr>
<tr>
<td><strong>deactivated</strong></td>
<td>Cell array</td>
<td>1×nlevels</td>
<td>Indices of the deactivated functions in each level</td>
</tr>
<tr>
<td><strong>space_of_level</strong></td>
<td>sp_scalar or sp_multipatch</td>
<td>1×nlevels</td>
<td>Tensor product space (or multipatch space) for each level</td>
</tr>
<tr>
<td><strong>Proj</strong></td>
<td>Cell array</td>
<td>(nlevels-1)×ndim×ndim</td>
<td>Subdivision matrices for the univariate spaces. For multipatch spaces, they are stored for each patch</td>
</tr>
<tr>
<td><strong>Csub</strong></td>
<td>Cell array</td>
<td>1×nlevels</td>
<td>Subdivision matrix $C_\ell$, to write active functions as linear combinations of basis functions of finer levels</td>
</tr>
<tr>
<td><strong>coeff_pou</strong></td>
<td>Array</td>
<td>ndof×1</td>
<td>Coefficients for the partition of unity</td>
</tr>
<tr>
<td><strong>boundary</strong></td>
<td>hierarchical_space</td>
<td>1×(2*ndim)</td>
<td>A space object for each boundary side</td>
</tr>
<tr>
<td><strong>dofs</strong></td>
<td>Array</td>
<td>ndof×1</td>
<td>Only for boundary spaces, global numbering (in the bulk domain) of the basis functions on the boundary</td>
</tr>
</tbody>
</table>

### Table 5
The methods of the `hierarchical_mesh` class.

<table>
<thead>
<tr>
<th>Method name</th>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>hmsh_add_new_level</code></td>
<td>hierarchical_mesh object</td>
<td>Add a new empty level, without active or deactivated elements</td>
</tr>
<tr>
<td><code>hmsh_remove_empty_level</code></td>
<td>hierarchical_mesh object</td>
<td>Remove the finest level if it is empty</td>
</tr>
<tr>
<td><code>hmsh_refine</code></td>
<td>hierarchical_mesh object</td>
<td>Refine the hierarchical mesh from a list of marked elements, as in Algorithm 3</td>
</tr>
<tr>
<td><code>hmsh_coarsen</code></td>
<td>hierarchical_mesh object</td>
<td>Coarsen the hierarchical mesh from a list of marked elements, as in Algorithm 11</td>
</tr>
<tr>
<td><code>hmsh_get_children</code></td>
<td>Array</td>
<td>Compute the children of a given element (or a list of elements)</td>
</tr>
<tr>
<td><code>hmsh_get_parent</code></td>
<td>Scalar</td>
<td>Compute the parent of a given element (or a list of elements)</td>
</tr>
<tr>
<td><code>hmsh_plot_cells</code></td>
<td>Figure</td>
<td>For curves and surfaces, draw the hierarchical mesh</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method name</th>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>hspace_add_new_level</td>
<td>hierarchical_space_object</td>
<td>Add a new empty level, without active or deactivated functions</td>
</tr>
<tr>
<td>hspace_remove_empty_level</td>
<td>hierarchical_space_object</td>
<td>Remove the finest level, if it is empty</td>
</tr>
<tr>
<td>hspace_refine</td>
<td>hierarchical_space_object</td>
<td>Refine the hierarchical space, as in Algorithms 6 and 7</td>
</tr>
<tr>
<td>hspace_coarsen</td>
<td>hierarchical_space_object</td>
<td>Coarsen the hierarchical space, as in Algorithms 13 and 14</td>
</tr>
<tr>
<td>hspace_get_children</td>
<td>Array</td>
<td>Compute the children of a given basis function (or a list of functions)</td>
</tr>
<tr>
<td>hspace_get_parents</td>
<td>Array</td>
<td>Compute the parents of a given basis function (or a list of functions)</td>
</tr>
<tr>
<td>hspace_subdivision_matrix</td>
<td>Cell array</td>
<td>Compute the subdivision matrices $C_f$ as in Section 3.2</td>
</tr>
<tr>
<td>hspace_eval_hmsh</td>
<td>NDArray or cell array</td>
<td>Evaluate the computed solution in the quadrature points of the hierarchical mesh</td>
</tr>
</tbody>
</table>

Other methods, analogous to the ones existing for tensor product spaces (see [28]):

- `sp_drchlt_l2_proj`
- `sp_eval`
- `sp_h1_error`
- `sp_l2_error`
- `sp_to_vtk`
- `op_u_v_hier`, `op_gradu_gradv_hier`, `op_f_v_hier`

---
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